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The confinement of particles and energy is critically dependent
ok the plasma-wall interaction. Results of a study detailing this inter-
action are presented.

High power ICRF heated and gun afterglow plasmas were stud-
ied to detail the mechanisms determining particle and energy confinement.
An extensive zero-D simulation code is used to assist in interpreting the
experimental data. Physically reasonable models for plasma surface in-
teractions, time dependent coronal treatment of imburities and multiple
region treatment of neutrals are used in modeling the plasma. Extensive
diagnostic data are used to verify the model.

Non-heated plasmas decay from 28 to 3 eV allowing clear iden-
tification of wall impact energy thresholds for desorption and particle
reflection. The charge state distribution of impurities verifies the reflux
to plasma diffusion rate ratio. Close agreement between the simulation
and experimental data is found.

ICRF beated plasmas have spatizl and velocity anisotropies
wmaking modeling less conclusive. A hot ton edge plasma supporied by

RF dramatically enhances reflus. Mulkiiple limiters and limiier gas load
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depletion are observed. The code accurately models impurity bekaviour
but the spatial dependencies reduce the accuracy of modeled neutral
densities. RF seems to reduce the plasma diffusion rate but this may
he an artifact caused by inaccurate rate coefficients. Sensitivity of the
model to threshold cross sections is &mnﬁm.mm& as iz the possible effect

on molecular rate coefcients of vibrational excitation.
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INTRODUCTION

{Overview

The objective of this research is to study the confinement
properties of the Levitated Octupole plasmas. Explicitly, the goal is
to determine the magnitude and scaling of the particle and energy
source terms in the conservation equations. The study will be restricted
to plasmas with energy densities high emough that atomic processes
¢an be important. In most of these plasmas, atomie process terms in
the conservation equations are the dominant terms. Thus, of primary

interest are wall reflux, impurity radiation, and charge ezchange.

Particle and energy density become inseparably intertwined
in such plasmas. For example, a spectral line intensity depends on
the electron temperature and density as well as on the density of the
impurity in a particular charge state. This, in turn depends on the
history of the plasma. Thus, with rare exception, the study of atomic
processes in plasmas forces an integrated study of particle and energy
behavior. Particles (both neutrals and ions) leave the plasma and hit
Vhe wall. A variely of processes contiibute te the wall refiux. Reflection,
desorption, and sputtering occur, each witk a rate dependent on the

incoming particle’s momentum and ionic charge. Wall reflux is the
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primary source of neutrals and impurities to the plasma, hence It
strongly affects the plasma temperatures, radiation rate, and neuiral
density. These processes in turn modify the flux of particles to the
wall. |

In plasmas where atomic processes are important, the deter-
mination of confinement properties becomes a complex study of the in-
terplay of a large number of effects. Experiment and numerical model-
ing are the primary tools used. The results of the study take on a
significance greater than the numerle values of terms in a conservation
equation. To get those values, an understanding of the interactions of
plasma, atomic, and surface processes is reguired.

The accurate medeling of the global behavior of the plasma
permits (and in some cases demands) treatment of subtle processes offer
ignored. A case in point is the dramatic effect the small ungettered
portion of the wall has on reflux. Less than 10% of the wall accounts
for virtually all of the molecular bydrogen and impurities in the plasma.

Further, the location of the ungettered wall is of critical importance.
Motivation

The interaction of a Tokamak plasma with the wall and limiter
has & profound effect on many aspecis of the plasma.! Impurity con-
tent affects {z), the plasma conductivity,? and the temperature profile,®

hence MHD stability.* Line raciation from high » impurities can make
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igaition impossible.5*8 The techniques and physical understanding result-
ing from a study of the high mnmamw.. density Octupole plasmas are
directly applicable to Tokamak edge plasmas.

The Octupole’s operational flexibility {(independent control of
fields, density, power input, etc.) permits the verifieation of models over
a far greater range of parameter space than a Tokamsak can explore.
Thus the physical processes involved are more accessible.

Finally, and most direetly, is the desire to increase the tempera-
tures, energy density, and plasma pressure {8} obtained in the Octupole.
Since atomic processes domimate the physics of these discharges, a
thorough understanding of confinement is an essential prelude fo en-
hancing the plasma parameters.

A new operational regime for the octupole is being explored.
Never before have both density and temperature been high enough
for atomic processes to be important. With the recent addition of
an ICRF heating source more than 0.1 W/em® can be applied to
the plasma. Under these conditions atomic processes overwhelm the
usual loss mechanisms (particle and heat transport by collective plasma
effects). Thus previous studies of diffusion and transport in the Octupole
are not applicable to heated plasmas.”®% 1% Further, tokamak codes
cannot be applied to simulate Octupole plasmas. Different geometries,
heating techniques and temperature ranges tead one to very different

sets of approgimations in writing such codes.

Concise Statement of the Problem

The primary chjective of this study can be restated as: The
developmernt and use of techniques to quantitatively determine the
important particle and energy loss mechanisms. The basic approach
taken is the validation of a physically based mode! with experimen-
tal data. Onece validated, the model then yields a wealth of data
difficult or impossible to obtain experimentally. The physical insight
thus galned permits a detailed interpretation of experimental data. The
model used is an evolver type code named ZD. Given initial conditions
and a few parameters describing experimental conditions {input power,
wall conditior, etc.) the code generates densities and temperatures of
each specie ?wmwommn and several Impurities in all charge states and
electrons). The input parameters are adjusted to produce a match
with a limited subset of experimental diagnostics F.«.ES:% demnsity and
electron temperature). The code results are then compared with the
remaining data (spectral line intensities, radiated power, ion tempera-

ture, peutral flug, ete.).

The complexity of the problem forces one io assume spatial
homogeneity {referred to as zerc-D) in most modeling and experimental
iata analysis. Supplemental experimentat work addresses some of the
spatially dependent features and provides independent checks of the

nodel’s validity. By wvarying basic plasma parameters over order of
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magnitude ranges, we gain substantial confidence in the physical basis
of the model.

It should be stressed that our objective is more than assigning
woﬂm.m.m to various loss channels. We seek to galn insight into the physi-
cal mechanisms responsible for these losses. The remarkable character
of the plasma-wall interaction holds a varlety of surprises in store.

The remainder of the thesis is organized as follows. Chapter 2
covers the research design of the study. After an overview of the physics
involved, the chapler covers the nse and validation of models in ex-
perimexntal research. Chapter 3 details the experimental facilities used.
Of primary importance here are the diagnostics used, and particularly
the disgnostics developed for the study. Chapier 4 describes the models
used in detail. After covering each physical process, the limitations and
assumptions of the models are addressed. Chapters 5 and 6 present the
results of both experiment and modeling for {respectively) gun-only tar-
get plasmas and IURF heated plasmas. The final chapter summarizes

the work. Suggestions for Tuture work are given.
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CEAPTER 2

ESEARCH DESIGN
Objectives

The objective of this chapter is to review how the goal of deter-
mining confinement properties is to be achieved. Particular attention
to the use of computer models iz experimental research is called for
given the importance of such codes in this study. The discussion of
procedures used to experimentally validate the physics in the code is
the final topie of this chapter. We begin with a review of the physical
processes involved in the study of confinement. Detailed consideration
of each process will be left to Chapter 4. |

The starting point for any discussion of confinement is the set
of conservation equations fer the plasma. Because atomic processes are
important, equations for each specie are needed. The set of species is
large, consisting of electrons and, for each element of nuclear charge
z, z -+ 1 species {one for each possible ionization level from neutral to
fully stripped). A few additional species are added to the set to treat
molecular forms of hydrogen (Hp, H} ). For each specie a conservation

equation for particies and energy is then written:!
Qﬁn.

Bt

ORE;

Bt

+v. B, =5 (2.1)

+v-Qi = R (2.2

where, for the i** species
n; = density
T, = particle flux/unit area = n¥
E; = energy density = nkT
Q:

§; = particle {Source - Sink) density

heat flux/unit area = nkTV

R; = energy (Source - Sink} density

Virtually all the difficulties involved arise from the source terms.
For particles the source term includes creation and destruction of par-
ticles by ionization, recombination, and charge exchange. The rate
those processes oceur at depends on the density of other species, and on
the electron temperature. The energy source term includes the colli-
sional exchange energy with all other species, the classical “thermody-
pamic force” terms, inelastic collisions, and the transfer of energy due to
particles changing species. Again many of these terms depend on the

density and temperature of other species.
Atomic Processes

Such a complex approach to confinement is necessary only if
atomic processes are an wmmwcamwa part of the conservation equations.
Two conditions must be met for this to be true. First, the electron
temperature must be a significant fraction of a typical ionization energy

{say 10 €V). Below about 3 €V, the electrons simply don't have enough
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ensrgy to exciie impurity atoms, much less ionize them. Second, the
rate of such excitation must be high enough to substantially modify
the plasma energy density during a particls confinement time.

The second conditicn can be numerically estimated to give a
lower limit for the density in the cctupole at which atomic processes
dominate energy confinement. The energy loss by particle trausport

can be compared with that of a typical atomic process as follows:

In.Te

p < EezcNe {0z V) {2.3)

where

(c: V) == Maxwellian averaged rate coefficient

Ne = electron density

s = impurity density

E,.. = excitation energy

27, = average energy/particle {T, == T})

T == shorter of particle confinement or experiment time.

{02 V) is within an order of magnitude of 10~% cm®sec™! for most
processes {charge exchange, ionization, excitation} for low z atoms or
ions. 2% Also, the energy of the first excited state is usually close to the
jonization energy. Thus equation 2.3 is 3 reasonable minimum density
threshold for » broad range of impurities and processes. By expressing

n; as a fraction, f, of n, (n, = fn,) and rearranging

" > 2T 1
£ = Bexe ﬂ.ﬂoﬁud\.v.

(2.4)
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As any great difference between T apd .z, will result in = shift in
the distribution of ionization states until there is insufficient glectron
energy to lonize at a raie in excess of the recombination Eﬁm“wwnwl ~ 1.
Assuming 7 ~ 10 msee, f ~ 0.01 we get n.>10*2 cm ™3, This result
overestimates the density at which atomic processes dominate energy
confinement. Ounly one process is considered, and some common im-
purities {notably oxygen) have larger rate coeficients.™®

The plasmas under study have electron temperatures of 20-50
eV and densities in the vicinity of 10'% em™2. From the preceding dis-
eussion atomic effects would be expecied to be important. Experimental
measurements indicate that impurity radiation and charge exchangs
are, in fact, the dominant energy losses. Bolometric measurements in-
dicate about 1/2 the input power {for ICRHE plasmas) is radiated away
as VUV line radiation. Charge exchange and spectroscopic diagnostics

indicate hydrogen charge exchange is the other major loss channel.
Plasma Wall Interactions

Neutral hydrogen and, to a lesser degree, impurities exist within
the plasma volume by virtue of 2 complex and dynamic process; the ig-
teraction between the plasma and the wall. Jons diffuse across the
field lines snd impact the wall. Neutrals don't feel the field, and so
travel directly from their birthplace (the opposite wall or a charge

exchange or recombination event) to the wall unless an intervening
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charge exchange or lonization event occurs. Three processes result in
particles being emitted from the wall in response to this incoming
flux.

First the incoming particle can be reflected as a neutral. In
effect it bounces, picking up (if necessary) an electron as it interacts
with the surface. Second, one or more particles can be desorbed from
the loosely bound surface layers. Third, an atom can be sputtered
from a tightly bound clean surface. Virtually all wall reflux particles
are neutral.® Apy ionms produced at the wall have an overwhelming
probability of simply executing a gyro orbit back into the wall.

As mentioned earlier, the eross section for each process depends
on the mass, charge and velocity of the incoming particle. One of the
assumptions of the model is that reflux due to impurities hitting the
wall is ignorable. Although doping experiments do not clearly confirm
this assumption, it is an unrealistic complication to include significant
amounts of impurity ion induced desorption. Another observation is
¢hat the cross sections depend on the character of the surface. This
undoubtedly varies with position in the machine, and depends on the
recent operating history of the experiment.

The effectiveness of discharge cleaning and the observed day to
day variation in plasma parameters demonstrate the significance of the
inner wall surface condition. To minimize the effects of this variation in

wall condition every effort was made to acquire a complete set of data
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in one shot. To such end the largest set of simultaneous diagnostics
ever run on the experiment was used. Enough data were collected in
a single shot to use, and validate, the computer code. Scaling studies
were run only after days of conditioning to insure consistent shot to
shot behavior. This was further checked by returning to the ‘standard’

configuration. Thus the wall condition was consistent, if not controlled.

Simple physical models are used to determine the reflux from
the wall. The energy dependence is taken from the literature.® Only
one parameter, the fraction of the wall covered by each specie, is used
to describe the wall condition. Particle reflection is taken to be that of
a clean titanium surface, but the reflection coefficient is insensitive to

wall condition.

Urfortunately, the details of the plasma-wall interaction are
experimentally inaccessible by direct observation. The behavior of the
wall must be inferred from the effects on the plasma. One can measure
spectral line intensities, but significant, interpretable data comes only
from multiply ionized species. 1.ower ionization states ‘burn out’ and
higher states are not produced. Thus the observable effects of the
plasma-wall interaction are quite removed from their source. Tndeed,
one must know the history of most facets of the plasma to interpret
spectroscopic data. Thus the conclusion that a global treatment of the

plasma is required is reiterated.
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Computer Codes

The fact that many of the processes which affect a spectral
line intensity are not observable forces the use of computer codes for
even the simplest of applications. As noted above, enly 2 few of
the possible ionization states of an impurity will radiate much power.
Time-dependent coronal equilibrium theory is used to determine the
distribution of population among states. Since the power radiated per
unit volume is

Frog = 3w3uAQnanﬁA\uvaann (2.5)

knowledge of the electron density and temperature Is required to infer
an impurity deasity. Since, however, the ionization state ander obser-
vation is close 1o the eguilibrinm siate, knowledge of ionization rates
and recombination rates for all species is essential to relate the observed
line intensity {viz the multiply ionized state density} to the neutral
souree rate. Computer codes are indispensible for such caleulations.
Returning Lo the conservation equations 2.1 and 2.2, the preced-
ing discussion demonstrated not only the necessity of computer cedes to

interpret spectroscopic data, but described the source and sink terms in

the particle conservation equation. It would seem reasouable, then, .

hat the seluticn of the conserwation equailons and the interpretation

et

e

of spectral lines be unified in a single code. Indeed, ome has little

choice. The nonlinear nature of many of the terms and the complex
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coupling between terms dictates the method used to solve the equa-
tions. They rmust be brute force integrated given a set of initial condi-
tions.

Such ‘evolver’ codes reduce the problem of solving the con-
servation equations to specifying ap algorithm to calculate each term.
Given a set of ipitial conditions, the terms in the differential equation
are calculated, and over some small time step, summed. Thus these
codes evolve the initial conditions in ¢ime. There remains a choice of
initial conditions and the choice of physical processes and approxima-

tions used to make the code realizable.
Limitations

There are several fTundamental practical limitations which must
be faced. The primary restriction is a lmit on the dimensionality of
the study. Neither the data por computer time is available to permit
more than a zero-D treatment. The octupole geometry of the ezperi-
ment makes spatially resolved spectroscopic data close to impossible to
obtain. It hias the mitigating characteristic that haif the plasma volume
is contained within 20% of the flug volume. [A plot {Figure 1) of 7,
and T, vs V() shows that 50% of the volume of the machine has tem-
peratures and density within 25% of the peak separatriz vaine.] This
volume also comprises 80% of the plasma observed by midcylinder line-

averaged diagnostics {spectrometers, microwave interferometer, etc.)
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Nevertheless, the zero-D nature of the study is its single most limiting
characteristie.

Some concessions to the spatial nature of the machine have
been made, however. The behavior of H® and H, are so critical in
determining basic plasma parameters that these species are divided into
spatial regions. Two regions are used: The center of the machine, and
the dbridge region. Order of magnitude differences of the density of H®
and H, result in the two regions.

Another series of improvements over zero-D meodeling involve
corrections for the kmown spatial and velocity space anisotropies of the
jon distribution function during RF heating. RF is seen to heat the
edge of the plasma, probably to a gyroradius limit. Experimental data
are used to determine the edge ion temperature to establish the correct
energy of ions impacting the walls and limiter. This edge ion region is
not, however, fully treated. The HT species temperature is considered
an average over position (including the edge) and velocity space.

A second limitation is the accuracy of rate coefficient data.
These are caleulated as needed by the code. Details are given in Chapter
4 and its references. The rate coefficients are accurate to within a factor
of 2. This calculation (adapted from a code written by R. Hulse and
D.E. Post of PPPL®) is the best data currently available. Tt would be
pointless to perform higher dimensionality modeling for impurities as

the confidence in the results would be negligible given the accuracy of
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the rate coefficients.

To review, the study of confinement can be restated as the
determination of the values and scaling of the terms in the conservation
equations 2.1 and 2.2. Atomic processes will be dominant in the regimes
under study. As wall reflux is the primary source of neutrals and im-
purities, a thorough understanding of the plasma-wall interaction is
essential. Indeed, this is the most important aspect of confinement un-
.nm_. study. Becalse experimental data are so removed from the details
of the plasma-wall interaction, computer codes become an essential
part of interpreting the data. Limited accuracy of rate coefficients and
difficulty ir obtaining spatially resolved data in the experiment’s com-

plex geometry restrict the study to zero-D.
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Figure 1. Electron density and temperature plotted versus V{(3}, the
volume enclosed by the ¢ flux surface. Data were taken by Dr.

Strait for a full power ICRF shot just before the end of the RF

pulse.
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CHAPTER 3

XPERIMENTAL FACILITIES
General Machine Description

The Wisconsin Levitated Octupole was the experimental facil-
ity used for these studies. The machine has a long history, and several
references exhaustively detail its characteristics.}®® ICRF heating is
a relatively recent addition. Fortgang’s thesis covers the construction,

theory, and performance of the JCRF system.* Several diagnostics were

40.00

added to the experiment to permit the study of impurities. These

—

include VUV monochromators, bolometers, and interference filter line

32,00

monitors. Their characteristics, and interpretation of their data, are

T

the primary subjects of this chapter.

24.00

T

The Wisconsin Levitated Octupole (Figure 1) is a toroidal in-

ternal ring machine with an octupole field geometry. The poloidal field

16.00
EV

is generated by inductively coupling the discharge of a large capacitor

bank into the four internal rings. Figure 2 shows the poloidal field

8.00

generated while Figure 3 has mod B surfaces and the location of the

ICRF resonance zone.

0.00

< prS oo 380 " Y i 8.0 Figure 4 shows the timing of a standard shot. The ‘standard
S Y yoLUME (M)

shot' comprises a set of machine and plasma parameters which are

easily reproduced, consistent, and operate the equipment at conserva-
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tive power levels. Thus, the data presented in later chapters is not
representative of plasmas optimized for temperature, or 5. Table 1
gives machine and plasma parameters for the standard experimental
configuration.

A number of Tacilities available for use were not employed.
Most data were taken without toroidal field. While the internal rings
can be levitated (the ring supports pneumatically removed during the
shot) this produced no appreciable improvement in plasma parameters.
All data were taken with the rings left supported. The poloidal feld
strength can also be varied, but for comsistency the values given in
Table 1 were always used in this study.

The ICRF oscillator can generate a 10 millisecond pulse with
2 megawatts input power. This typically coupled 600 kilowatts to the
plasma. The pulse is usually terminated at 9.5 milliseconds to avoid
variations of input voltage which occur in the pulse forming network
during the last haif-millisecond. The pulse is abruptly terminated by
¢rowbarring the power supply. This can be dore at any time during
the pulse. The input voltage, hence RF power, can be set as well.

The Octupole vacuum volume is about 8.6 m® and has about

46 m? of wall surface area. Approximately 75% of the wall area

is continuously coated with titanium® from & getters located on the
midpiane (see Figure 2). These getters produce aboul 10% 1/sec® of

Ho pumpliug. More BipOreaibly, Wiey leave vle wajorivy Ui buT ol
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free of adsorbed gas. The region behind the rings and the nose are
in getter shadow, however, leaving much of the surface in the bridge
region ungettered. Details of the treatment of wall surface conditions
will be deferred to Chapter 4.

The cctupole pumping is designed to minimize impurity con-
tent of the plasmas. Two cryopumps provide about 8000 1/sec for most
gases (hydrogen and helium being the notable exceptions}. Two tur-
bopumps provide 1500 1/sec¢ of removal pumping. A regular program
of discharge cleaning was used to condition the walls. Typical base
pressures of 6 X 10~% Torr are achieved with the residual gas being
primarily water and hydrogen.

The plasma source used for this study was the “intermediate”
gun. This Marshall gup produces 2 1 X 10'® ¢m™® plasma with on and
glectron memﬂwgwmm about 30 V. The cperating voltages and timing
for the gun were optimized to produce high &mns..ou temperatures.
The injected plasma is typically reproducible to within 5%. The gun
produces a very low impurity content plasma with a negligible neutral
gas component.

As mentioned in Chapter 2, basic plasma parameters are quite
sensitive to the wall condition for ICRF heated shots. Care in operat-
ing the vacuum systemn, heavy gettering, and discharge cleaning help

esiablish stable day to day behavior. Plasma parameters could typically

Voo Foem
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23

to shot to shot variation, the data acquisition system was upgraded.
The objective was to acquire ecough data to validate the computer

code ZD in a single shot.
Data Acquisition

Twenty channels of diagnostic data were simuitaneously digi-
tized. About 10° total data points were taken and archived per shot.
Shot cycle time was limited by the computer’s ability to handle the
data. Maintaining all diagnostics and the supporting electronics was a
constant problem.

Great care was taken to ensure the accuracy of the digitized
data. The large, low frequency electric fields from the ICRF oscillator
were notoriously efficient in coupling into the diagnostic electronics.
Fiberoptic light guide was used whenever possible. Amplifiers with 60
db attenuation of common mode signals at the ICRF frequency (1 MHz)
were developed. Numerous shielding and RF trapping strategles were
employed. RF coupling was not the only problem.

Marshall guns require fraction of a megamp ten microsecond
current pulses with driving voltages of 10-20 kilovolts. It was not
unusual o see different sections of the ground bus (40 cm? aluminum
bus bar) with 300 voit potential differences during the gun discharge.
The diagnostics were distributed around the experiment but all were

tied to the cenmtral data acquisition system. This mandated extreme
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care in grounding, and generated some rather spectacular faults.

Digitizers were run well above the Nyquist limit for the band-
widths of the signals being measured. Aperture uncertainty and sample
timing jitter contributed negligible error. Ampiifier nonlivearity in-
duced less error than the digitizer guantization. Offset drifts were
measured and subtracted for each shot. The experiment was initiated
synchronously with the 60 Hz line frequency. Timing control of the ex-
periment was absolutely calibrated to 10—% second and was repeatable

to within 10% seconds.
Diagnostics

The standard diagnostics for measuring density and tempera-
tures will be briefly reviewed with references to the literature for details.
The operation and interpretation of diagnostics built for or critical to

this study will be covered in detail.
Microwave Interferometer

Flectron density is measured with a 70 GHz microwave digital
multiradian fringe shift interferometer.” The interferometer absolutely
measures the line integrated density along a vertical chord through the
center of the plasma. This path heavily weights the separatriz density

and leaves the result quite insensitive to profile changes.



Probes

Probes are used extensively in the octupole.®? Tests indicate
they do not significantly perturb the plasma (except for a slight in-
crease in impurity content and concomitant reduction in T, for large
probes). A triple tipped Langmuir probe is used to measure eleciron
temperature. Two of the tips are used as a floating double probe to
accurately obtain the ion saturation current. The third probe tip is
used to measure plasma admittance.!® These data are processed by

the computer to produce the electron temperature.
Measures of Jon Temperature

Several measures of ion temperature were nsed. A charge x-
change system Imeasures the emergy dependence of the peutral fiux
leaving the plasma. The analyzer, like the interferometer, views a
midcylinder vertical chord of the plasma. Energetic ions charge ex-
change in the plasma and are no longer confined. Those entering the
analyzer charge exchange again in a gas cell and are epergy selected
in a cylindrical electrostatic analyzer. A Daley detector {sensitive to
single particles) measures the energy selected flux. The potential on the
energy analyzer is swept to measure the entire high energy {>100 V)
distribution. As the charge exchange cross section energy dependence

is well known the ion distribution functior can be unfolded from the
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raw data. This in turn yields the ion temperature.

In practice, ICRF heated plasmas yield a distinct two com-
ponent ion temperature {Figure 5). As the analyzer views the entire
mideylinder the two component ion distribution was thought to be due
to spatial variations in 75.

A local diagnostic of the ion distribution function confirmed
this hypothesis. The gridded ton probe comsists of a Faraday cup with
grids to repel all electrons and ions of less than a set energy. A floating
pinkole faces the plasma, and a secondary electron suppressor grid in
front of the ion collector completes the probe. The ion current collected
is proportional to the number of ions entering the probe of emergy
greater than the ion repeller voltage. Thus sweeping this voltage yields
a scan of the ion distribution funetion. o .rwo FAE)dE. I{V}) is then
reduced to f(E) by differentiating, and 7; is then available from f (E).

The probe is less than 1/4" iz diameter. It can be positioned
10 sample any part of the common fAux and rotated to obtain the lon
temperature at an angle relative to B. The lifetime of this delicate
probe in high power RF shots was quite short, hence only Hmited data
are available. Figures 6 and 7 show the measured ion temperature
perpendicular and parallel to B as a function of position.

Strait!? calculates that these data are consistent with the charge
exchange data. Thus the two temperature distribution of the charge ex-

change data is attributed to the velocity anisotropy near the edge of the



plasma. The causes of the spatial variation of T; and the strong velocity
isotropy are not well understood.

Strait!! performed a one-dimensional study of ion heat trans-
port in an attempt to explain the ion temperature profiles and velocity
anisotropies. He was unable to account even qualitatively for the
data. The zero dimensionality nature of this study precludes detailed
treatment of ion heat transport. Instead the experimental data is used
to apply corrections to the zero-D model. This is discussed in detail in

Chapter 4.
Spectroscopic Instruments

Relative impurity and neutral densities are derived {rom spec-
troscopic data. The primary instrument is a Vacuum Ultraviolet (VUV}
monochromator. A high resolution visible monochromator is used for
Doppler broadening studies. Four individual line monitors consist of 10
A bapdwidth interference filters and photomultiplier tubes. These in-

struments view the central, midcylinder plasma. The VUV and visible

monochromators view a vertical chord like the microwave interferometer.

The line monitors view a chord slightly offset from vertical (to make
room for the photomultipliers while using 2 single port for all four in-

struments).
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Vacuum Ultraviolet Monochromator

The VUV monochromator has 1 A resolution and is useful for
the range of 500 to 3000 A. 1t is not absolutely calibrated so orly
relative intensities are available. The utility of VUV observations is that
the strong first excited transition can be directly observed. Typically,
the first (An==1) state above the ground state is the most probable for
electron impact excitation (frequently by a factor of 10}. A phoionis
then emitted in the transition to the ground state. One has, then, a
simple system to evaluate where cascade from large An excitations can

be ignored without (usually) incurring large errors.
Interperting Spectroscopic Data

To obtain densities from intemsities is straightforward. The

radiation rate is:

I = anen, (oV)

I = intensity o =  constant containing
n, = electron density geometry, efficiency, ete.

n, = impurity density o(v) = energy dependent electron
v == relative impurity- impact excitation

velocity cross section.

The mass ratio m,/m, is very small (<rygy) allowing the
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assumption that the impurities are motionless. This removes the ig-
norably small jon temperature dependence from I. Note that in prin-

ciple, one must integrate this across the field of view. Rearranging,

I
n.doV)

an, =

The approximation is made that geometric dependencies are constant
in time and may thus be included in o. While consistent with a zero
dimensional study, this approximation contributes substantial error for
neutrals.

The dominant sources for neutrals are reflection and desorption
from the walls. Neutral lifetimes are short in high 7. {> 10eV) plasmas.
One thus expects high neutral densities in the edge of the plasma, and
significant burnout in the center. As the edge electron temperatures
are cooler than in the center, and since neutral pemetration will be
density dependent, substantial errors in the average density inferred
from spectral intensities are to be expected. These errors are largest
when peuiral reflux is large and electron temperatures are significant
(= 10eV).

The electron density and temperature are measured, as discus-
sed above, to about 10% accuracy. Thus if the excitation cross section
energy dependence is known, an, can be derived from /[, n, and 7.

Atomic hydrogen is an important specie in the plasma, so spe-

cial care was taken to use accurate cross sections. Several approzima-
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tions were tried. The simplest was:

o(E) o e (E—Fo) for E> Ey
= 0 for E < Ey.

Several forms from Moiseiwitch and Smith!? {modified Bethe approxi-
mations) were used, and finally, an analytically integrable form by
Johnson'® was tried. All produced Maxzwellian rate coefficients within
109 of each other, well above thresheld.

When the impacting electron energy is close to the excitation
energy all approaches to calculating cross sections break down as as-
sumptions are violated. The Maxwellian distribution of electron im-
pact energies dramatically reduces the sensitivity of the excitation rate
on the threshold cross section behavior. For electron temperatures
below about half the excitation energy, however, Mazwellian averag-
ing becomes ineffective in reducing the sensitivity of rate coefficients to
threshold cross section behavior. In such a case, the excitation energy
is located in the tail of the distribution. The tail of the distribution
can be approximated as a simple exponentially decreasing function e-
folding on ap energy scale of T,. Thus as T, is reduced, Maxwellian
averaging actually increases the weighting of the threshold cross sec-
tion in calculation of rate coefBeients. For hydrogen, the first excitation
energy threshold is 10.199 V. Thus errors in rate coefficients due to

inaccuracies in threshold cross sections will become significant below
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about 5 eV. Recent datal* indicate Johnson may be in error by a factor

of 2 pear threshold.

Finally, ZD uses a far simpler approach to calculate rate coeffi-
cients. As the code is used to assist in evaluating experimental data, the
best available (Johnson's!®) H® rate coefficients are used to accurately
infer experimental neutral density. Detailed correspondence between

the code and data are not expected at low T,.

Molecular hydrogen is less arnenable to calculation {or measure-
ment} of cross sections than atomic hydrogen. Factor of 10 errors are

expected near threshold.!®

Impurity ions are much easier to treat as the coulomb field
dominates the interaction between the incident and orbital electrons.
Threshold behavior changes dramatically having an abrupt step at the
threshold energy. Consequently, simple approximations yield reasonable
resuits for fons.!? A single form for the energy dependence of the cross
section scaled to the transition energy and normalized to one is used for
all ion excitation rates. This is found to incur less than 10% er-
rors for all fon first excited states covered in Moiseiwitch and Smith.

Mazwellian averaging smooths out slight errors.

Separate programs were used to calculate the rate coefficients
for neutrals. The form of the rate coeffiicient for jons was calculated as

needed due to its simplicity:
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needed due to its simplicity:

mlm..o\m.r
{(oV} = ——
2vTe
where:
{cV) = normalized rate coefficient
T, = electron temperature in eV

E, = excitation energy in eV

Then the density was calculated normalized to the average value as:

. I I
e = alqﬁ\.\'z«?ﬁ&

where

I = measured intensity (arb units)

fi, = normalized impurity density

To summarize, the interpretation of VUV spectroscopic data
has a number of constraints. First, only relative mwwmwmmﬁmm are avail-
able. This limits analysis of the data to relative impurity and neutral
densities. Second, the experiment is treated as zero dimensional. Spatial
variations causing variations ip excitation rate are ignored. This is most
serious for neutrals in T, > 10 ¢V ICRF plasmas where neutral profiles
affect the temperature dependence of line of sight integrated spectral in-
tensities. Third, substantial wncertainties in cross sections exzist. Errors
are largest for neutral species near threshold. Molecuiar hydrogen is

particularly subject to errors, perhaps by a factor of 10. In short, the
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data are analyzed with assumptions similar to ZD except that absolute

calibration of the instrument is unavailable.

1.ine Monitors

The Hydra {named for its appearance)} consists of four filtered
photomultiplier tubes. 10 A interference filters are used to view visible
lines of atomic hydrogen (Hg), CTL, NI, and OII. Data are analyzed,
and subject to the same limitations as the VUV data. A comparison of
inferred retative densities from the Hydra and the VUV monochromator
show good correspondence for NI and O {Figure 8). The Hp line
is a few angstroms {well within the filter bandwidth} of an oxygen line
making its data largely useless. Figure 9 shows the comparison. This
instrument is used largely for operational monitoring of machine clean-
liness. The close match of the VUV and Hydra data adds confidence to
the zero dimensionality assumption &s these instruments are separated

by 120° toroidally, and view different vertical chords.

Bolometiric instruments

Three different instruments are used i measure the total radi-
ated power the plasma emits. An intrinsic barrier detector is a semi-
conductor device which produces a current proportional to the number

of photons incident upon it. A belometer measures the temperature
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proportional to the incident radistion in a wide range, typically the
YUV.

The first of those, the intrinsic barrier detector is used primarily
as a monitor of machine conditions. This detector counrts photons
independently of the photon energy. Consequently as 7, rises and
the spectrum broadens, the signal from the intrinsic barrier detec-
tor drops. Thus it is not useful as even a relative radiated power
measure.

A bolometer was constructed from a Veco ‘Thinistor’.}” This
sensor is a 1 millimeter square, 0.025 mm thick thermistor. It is
mounted in a recessed cavity viewing the plasma. Plasma cannot reach
the sensor. Photons and neutrals from a narrow cone centered on a
vertical chord through the mideylinder can reach the device.

Thermistors are essentially resistors with large negative tem-
perature coefficients. The specific heat of the device can be easily
measured by pulsing a known voltage across the device and then measur-
ing the resultant change in resistance. The sensor can thus be absolutely
ommg.wﬁ&. Most of the radiated power is due to VUV line radia-
tion. The thinistor is assumed to absorb ali this energy. Neutrals will
refiect of the surface about 60% of the time. Reflected particles will
deposit about 30% of their incident energy on the thinistor. Thus
the thinistor will absorb about 50% of the incident neutral power.

{This
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power loss was due to neutrals, then 25% of the energy deposited
on the thipistor is due to these neutrals, and 75% is due to radia-
tion.

The response time of the signal from the thinistor is faster
than 10—* seconds. The cooling time scale of the device mounted in
vacuum is seconds. Thus the temperature {proportional to resistance)
is the integral of the time dependent epergy flux onto the device. It
was hoped that a time dependent measure of radiated power could thus
be constructed by differentiating the voltage required to maintain a
constanf current through the device.

Such a circuit was built, only to discover thai photoelectrons
emitted due to the intense flux of ultraviolet photons exceeded the
current used to measure the resistance. The resistance measurement
probe curreni cannot be increased as the thinistor is thermally very
well isolated. Several elaborate schemes were considered to resolve the
probiem.

The problem was avoided by using the instrument simply to
measure the total energy deposited on it during the entire shot. A
sequence of shots with successively shorter RF pulses then allows the
change in the time integrated radiated power to be measured as a
function of RF power time. Typical data are showzn in Figure 10.
Note for zero RF, the Thinistor measures the gun only plasma incident

power. The derivative of the Thinistor temperature after the shot as a
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function of RE pulse time thus yields the radiated power due to RF as
a function of time. Such differentiation is noisy {1.e., sensitive to small
changes). Usually, other measures of radiated power are integrated to
compare with thinistor data.

The Thinistor bolometer is most useful in conjunction with
the filtered chanpeltron. A broad filter (tin-germanium alloy &lm) is
typically used. The changeltron views a horizontal chord through the
mideylinder plasma (unlike most other global diagnostics which view
a vertical chord). The channeltron output is nearly linear in incident
photon energy in the VUV region. Since it is filtered, it measures only
photons. Thus it is a reasonable measure of relative radiated power.
Dr. Groebner covers the characieristics and operation of this device in
detail in his thesis.!®

A comparison of various flters, and thinistor data is also shown
in Figure 10. The close correspondence of the curves wr.mm confidence in
the techniques. The different views and locations of the two diagnostics

again reinforce the validity of a zero dimensional study.

Shot to Shot Consistency

The diagnostics thus provide a comprehensive set of datain a
single shot. Density, electron temperature and the two component ion
temperatures are measured versus time. Several measures of radiated

power are available, with the flltered channeitron giving time dependent
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data calibrated to the bolometric measurement of integrated power
from the Thinistor. A single VUV line and four fixed visible line
monitors are also digitized.

Multiple shot studies for the Thinistor and VUV scans of many
impurities require consistent shot to shot behavior. Figures 11 through
14 give the standard deviation of 24 shots of several critical diagnostics.
Primary plasma paramelers {ne, Te, Ti) yield 5% standard deviations.
Indeed, the remarkable consistency of these plasmas is a direct conse-
quence of the strong processes driving the plasma and several feedback
effects. Such comsistent behavior, and a complete diagnostic set per-
mit the unraveling of the complex, interacting processes controiling the

plasma behavior.
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Figure 1: An overview of the Wisconsin Levitated Octupole showing

major components of the experiment.
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Figure 2: A poloidal section of the machine showing fluz surfaces, the
separatriz {1, ) and the boundary for stable MHD confinement
{thcriz ). Units of magnetic fluz are Dories where the total fux

in the machine is defined as 10 Dories.
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Figure 3: A poloidal section of the machine showing Mod B contours
for magimum feld. This study used 70% of the mazimum
possible field, so the fleld strength of each contour should be
reduced by this value. The ICRF resonance shown in the plot

is correctly located for the reduced fleid.
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a—= TO AXIS

Figure 4: This plot shows the time dependence of the magnetic Held
normalized to one. Alsc noted is the timing for the RF pulse.
The Marshall gun fires {and defines) t = 0. This occurs 17.2

milliseconds after the poloidal field capacitor bank is fired.

,wmwOZDz CE

+———T0 AXiS
TIME = .025 StC



, 00

.80

0

i1}

a.

il

NUHMEL!ZD Moo (83

0,29

ICRF ON

.00

.00 6.G0 5. 00
MSEZ AFTER T0

15.09

47

48

Figure 5: The ion distribution function as measured by the charge

exchange analyzer. This plot is taken from Fortgang's thesis.*®
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Figure 6: Angular dependence of T; measured at ¢ = 6.35 with the
gridded ion probe. The angle is relative to the local magnetic

field.
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Figure 7: 7y and Ty versus position {in flux units} measured with

the gridded ion probe.
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Figure 8 Comparison of Hydra (interference filtered PMT) and VUV

monochromator for OOL
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Figure 9: Comparison of Hydra Hy with VUV Lyman « lines.
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Figure 10: This plot shows the Thinistor bolometer data for a series
of shots, and the tin-germanium {SnGe) filtered channeltron.
Data are normalized to one for the gun-only shot. Recall the

Thinistor responds to neutrals as well as photoxns.
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Figure 11: Electron temperature for a standard shot averaged over 33
shots, and the calculated standard deviation {added to, and

subtracted from the average in the upper and lower curves}.
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Figure 12: Average electron density and the standard deviation.
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Figure 13: Average Hydra Hp intensity and standard deviation.
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CHAPTER 4

MODELS

Coronal Equlibrium Codes

Models, and particularly ZD, play a prominent role in this
study. This chapter covers the physies used in the model, the assump-
tions implicit in the code, and limits in its use and validity. Chapter
2 gave a number of constraints codes must comply with, and discussed
the zero-D limitation and basic evolver technique. ZD grew from small
coronal equilibrium codes used to study impurity radiation. A review

of these codes and their application is instructive.

In late 1980, the ICRH oscillator and antenna were installed on
the Octupole. Preliminary results were disappointing. A 103 em=—3
target plasma typically achieved ouly 20 eV T, with 2 Mw oscillator
input power. This represented about 1/2 MW coupled to the plasma.
A calculation of input power/cm® provided the first indication that the
‘impurity barrier' had been reached. With a plasma volume of 5 x 108
em?®, input power is 0.1 W/em®. Tokomaks typically require about ]

W/em? to burn out {completely strip) low Z impurities.!

A non-time dependent coronal equilibrium code demonstrates
that a 0.3% carbon plus 1% oxygen impurity leve! wonld account for

the observed behavior of T, vs input power (Figures 1 and 2). To con-
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firm the dominance of impurity radiation, the total radiated power was
measured as nitrogen was added to the plasma. No increase in total
radiation was observed (Figure 3) as nitrogen line intensity increased an
order of magnitude {Figure 4) and the electron temperature dropped to
8 eV, Numeric agreement between the measured radiated power (all the
input power) and the coronal equilibrium code was within experimental
error of doping level and input power. While this test established
impurity line radiation as the dominant loss mechanism, it raised a
number of questions.

Why did the modeling work so well? The experiment is in gross
violation of the time scales for coronal equilibrivm (by a factor of 100).
Where did the impurities come from?

The source of impurities could be the wall, or they could be
injected from the Marshall gun. Russel Hulse {(PPPL) made the obser-
vation that the gun plasma is appropriately modeled by Local Thermo-
dynamic Equilibrium {L.TE), not coronal equilibrium. The plasma den-
sity within the gun is sbout 101 em ™2, well above the coronal limit
for OVIIL®

In LTFE an excited state does not have time to decay to the
ground state before being excited again. This has two consequences:
The time scales are fast encugh that the 10 ysec lifetime of the gun
plasma permits LTE to be established and multiple collisions can trans-

fer energy to the impurity, dramatically reducing the electron tempera-
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ture required for ionization. Thus the gun plasma completely strips low
Z impurities of electrons. The gun plasma then enters the Octupole,
where its density drops by five orders of magnitude. Recombination
times for highly stripped ions are now fractions of a second. No single
electron has sufficient energy to excite the jon. In effect, the impurity
charge state distribution is frozen and line radiatior from these im-
purities impossible. Thus gun injected impurities are not directly ob-
servable, although they do increase {Z) and will interact with the wall.
The impurity source is thus inferred to be the wall.

It was, however, the violation of the time scales for coronal
equilibrium which motivated the writing of time dependent corcnal
codes. The equilibrium time seale is established by the slowest ioniza-
tion time {equal te the recombination time in equilibrium). This yields

1012

the simple time scale® for approach to coronal equilibrivm of T = .
e

For a 10'2 cm ™2 density, T == 0.1 sec, or about 100 times the observed

radiated power time scale.

Early versions of ZI) resolved this issue a year later. This time-
dependent coronal code produced the total radiated power as one of its
ountputs. When T, and all densities were forced to remain constant,
the evolution of an initially neutral impurity could be followed as it
approached equilibrium. The 0.1 see equilibrium time scale is seen in
the density of the bighly stripped ions {Figure 5). The total radiated

power, however, has a2 much shorter time scale {Figure 8).

T2

It became obvious (in retrospect) where the difficulty lay. The
equilibrivmm time scale is for the slowest process, using an ionization
epergy about siz times the electron temperature. Radiated power,
however, should use an excitation rate for a state energy two to three
times T, since, beyond this, power is reduced by lower exeitation rates

and ionization rates are close to excitation rates.
Terms in ZD

As mentioned in Chapter 3, ZD keeps track of particle and
energy density {n and E) for each specie. Thirty sets of processes
generate rates of change for n and E {dn/dt and dE/dt). A wide range
of time scales exist as the plasma evolves. Standard predictor-corrector
techniques are unsed to adjust the integration time step while retaining
accuracy. Several of the equations being integrated are extremely stiff.
Consider the temperature of fully stripped oxygen ions. The dominant

term is coupling to the bulk ions:

a1
tm[%t = __\aﬁm..n. - u..ov
where
To = O1% jon temperature
T, = HT ion temperature
ve == energy transfer collision frequency

For T, == T; = 10 eV, at n, == 5 X 10'® em™3, v, ~ 10°% sec—*. So,



73

while T; changes slowly, To will follow T; closely. But note that a tiny
error in T, will yield a huge dTq/di. In fact, the numeric precision (1
part in 107) of the computer limits the step size to microseconds for
reasonable accuracies.

Ianovative approaches to integrating such equations are neces~
sary. The method used is an averaging third order predictor and an
averaging second order corrector With step size control dependent on
stiffness as well as predictor-corrector difference. Extensive testing
shows the technique outperforms the standard fourth order Adams-
Moulton-Bashforth fourth order predictor-corrector® in both accuracy
and efficiency.

The processes considered by ZD are given in Table 1. The
calenlation of each of these terms is covered below. It is essential
to note that all species are assumed to have a Maxwellian velocity
distribution. The various approximations and limitations noted in the

following sections are collected in a later section.
Flastic Electron Scattering ou lons

This term gives the energy transfer between electrons and the

wmw

ionic species. Magwellian distributions and zerc relative average
velocity are assumed. Unless otherwise noted, units are CGS with
temperatures in eV, magnetic deid in gauss, and g = g/ 7ip is Lhe

dimensionless mass normalized to & Proton IMass.

T4

A form giving the rate of change of the energy density {rather

than the usual® {dT;/dt} is used:

&M.-n. —_ —_— watts
it = n:T(Te — T:) x 1.802 x 107*° w

&m

where n; is the fon density, T;. are temperatures in eV and T, is the

energy equipartition collision frequency given by®

vV, =88 x 10— Aﬁnimvw.\wwamy& sec™ !,

(m,T; +miTe)¥

The coulomb logarithm for T, < 10 eV is
hes = 23— In{n} Z; T ¥}
and for T, > 10 eV
Net == 24 — ln {nETTY)

where T, > T; me./m; has been assumed. By conservation of energy

the change in electron energy density is

The aceuracy of this term is of order »1, typically 10%. For

ICRF plasmas, this term is the dominant electron energy source. Note

T 5 L ITa T T A .
that while ion-lon coupling is 1/43 as strong as ion-electron coupling,

pang
LI I | e B b

highly siiipped impurity ions can couple mere stropgly {as NWW 1o both
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E+ and e~. Thus the path HY —Impurity—e™ can contribute a non-
negligible fraction of the total electron input power. The electron ion

term just described covers the latter half of this path. Ion-ion coupling

is next.
Elastic Ion-Ion Scattering

This term covers the energy tramsferred from the i** to the
j** charged ionic species. This form is guite similar to the electron-ion

coupling term. The rate of change of energy density of the i*" specie

13

.H.Ha_. watts
ni—t = niT{T; — Ti) x 1.602 x 16™° s

+m

with T, cast in a more convenient form:5

(Bin)Z3 235 o=l
(:sTj + 1 T

2:2;(us iz?.mm N e&a
w:iTy + ;T ’

T Ty
Again, conservation of energy is used to determine the power density

T, = 6.804 x 1078

v,m.w = 23— WB.A

lost frem the j** specie (thus halving the computation time). Accuracy
for this term is also of order A Y. Maxwellian distributions are as-

sumed.
Elastic Jon-Neutral Scattering

Isotropic scattering and a constant cross section are assumed.
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Explicitly, 6 = 5 X 107!> cm?® is assumed independent of inter-
action velocity, incident and target particle mass, ionic charge, and
puclear charge.® A collision is modeled kinetically as follows. 'The

scattering collision frequency is vs = noV. The interaction velocity
Ta
Mg
velocities. This gives the collision frequency for scattering. Isotropic

T . )
V = + % is assumed to De the vector sum of the thermal
b

scattering will evenly distribute the probability of energy transferred
Mg — Mp
Mg + Mp
the power depsity transferred, 1/2 the maximum energy transfer is as-

vm‘ Thus to calculate

beiween zero and a maximum of Eg

sumed and
1 H Mg — T 20 watts
= ——— —31gft a b
P,y = ngls(Te — T3)1.602 X 10 Am mﬁﬁn +.§v vnaw.
Numerically,
— T .w._w 1 1 Mg = b2 warts
Py =T84%X 107 Branpy ) == + —(To=T)l s— A~ .
a—b alih a _:..wﬁ [ uv 5 wﬁ.:miTtev vnaw

Note that the power transferred to neutral hydrogen species is sub-
stantial. This process can raise the temperature of H; in the bridge
region from 0.02 ¢V to about 1/2 the ion temperature during the short
{10~ sec) Hy lifetime. The energy thus coupled to Hy determines the
H, velocity, hence the time it takes Hs to transit the plasma. Since
the transit time is comparable to the dissociation and fonization times,
neutral ion scattering plays a primary role in determining the plasma

fueling rate.
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There are a number of weaknesses in the treatment of neutral
elastic scattering. Forward scattering is much more probable for elec-
trons. The constant cross section is based on atomic size, hence ignotes
all quantum effects. The scaling with velocity and mass is reasonable,
however., Thus the fault to be found in this treatment is that the
estimate of the cross section is in error. Since electrons couple weakly
to the neutrals compared to the ions, we are primarily interested in the
jon-nentral cross section. Here, because of the low velocity and large

mass, scattering will indeed be isotropic.
Inelastic Electron-impurity Interactions

This section covers inelastic electron events: BremBtrahlung
ionization, recombination, and excitation. All these processes except
bremBtrahlung require extensive quantum treatment, Before covering
the details of the rate calculations, the use of the rates in ZD will be

discussed.
Processes Which Change Ton Density

For the it* species, all ionization and recombinpation processes
remove particles. Rates for the various processes are calculated per

electron per fon. So

—_—== el Tl m»ﬂw».oau.nw ~+ Ryadrec + ma..m_.wnm + mw?.mnmw aﬁm.lw sec™ !

8

where (rate coefficients having dimensions of cm®sec™ 1)

Fipps, == lonization rate

Riodrec = Fadiative recombinaticn rate

Rgierec = dielectronic recombination rate

BRzprec = 3-body recombinaticn rate

n, = electron density

n; == it specie density
Changing the particle density also changes the energy density as par-
ticles carried to other species carry their thermal energy. Thus

dE; dn;
— z X —10 watts
7 n Ti x 1.602 x 10 o

£

Having removed particles from the it* specie, they must now
be put somewhere. Ionization of the i** specie sources particles (and
energy density) to the (i4+1)* specie. {Species are ordered by ionization
state, Fully stripped ions don't ionize and peutral particles don't
recombine.) Recombination of the i*® specie transfers particles (and

energy) to the (i-1)** specie:

dni41
. == Bo:mmw...aa«uu.. 0Hu..lmmmni.w
dt
aEi41 .
' = 3n3mwmhﬁmNmMJw x 1.602 % H.D..t“_.u watty
di s
dn;y
Ia“rm = R, 3n.ﬁ.mﬂﬁh_.nnm + .wku.m..mnm + .mwww.‘mnmw GE..iwmmniuw
dE;_,
.'Illnmm = Bmﬁmﬁmﬂﬂ&ﬂnnm + Mw&mmﬂmnm lmlmwm,wnﬂwﬂaa. X 1.602 x HOI:M watts
3

cm
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Effects on Electrons due to Impurity Interactions

Changes in the electron particle density due to ionization and
recombination are not explicitly calculated. Rather, overall charge
neutrality at each time step is forced by setting n, = MW:.P.. The
electron energy lost in recombination is all radiated away. m&mmm radia-
tion rates are calculated {in watts/cm?® felectron/fion). Coilisional ex-
citation rates for impurities and neutrals are also calculated. This term
is the critical line radiation term. Ionization simply removes the joniza-

tion energy from the electrons. For each specie i, then

aE,
dt

= |3q3u.ﬂmu1u.m_.nnm -+ »Uamm_.mnw + .ﬁ?.aﬂzm + Pogeei

watrisg

3

tm

+ Rigmizi Fionizg X 1.802 X 10712 J/eV}

where
P, oarec = radiated power due to radiative recombination
Piierec = radiated power due to dielectronic recombination
Pirem == radiated power due to bremBtrahlung
P,;.. = radiated power due to collisional exceitation
Eioniz = ionization energy (eV)
The various radiated powers are summed to generate a total radiated
power for output.
Throughout, s Maxwellian electron distribution is assumed.

The ion and neutrals are assumed at rest relative to the electrons.
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Both zssumptions follow from the small mass of the electron. Also
note that momentum exchange between electrons and impurities s
ignored for these processes. This leads to an error in the thermalization
of impurities. This error is small as elecirons are much less effective
than ions in coupling thermal energy to the impurities. Also note
that elastic scattering {electron-ion and electron-neutral) is about the
same size as inelastic scattering momentum coupling. Thus the elastic
scattering process hides our sins by being close to correct for a process
we ignored (inelastic momentum transfer), with both processes being
small compared to ion coupling.

The caleulation of the various rates for impurity processes is
non-trivial. This section of ZD is a modified version of a code written
by D.E. Post and R. Hulse at PPPL.% Most of the rates needed are
not available from either experimental data or detailed quantum codes.
Since the primary concern of this study is the average behavior of a
specie rather than the detailed behavior of particular states, a ‘simple’
calculation can be done. This approach imposes several restrictions.

First, the assumption of coronal equilibrium that all electron
interactions occur with the impurity in the ground state is strictly
enforced. Thus the metastable states with long lifetimes are ignored.
Metastable states typically have nearby states which are epergetically
easily accessible. Thus they are likely to be collisionally de-excited at

our electron densities.”
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Secend, such an approach will not produce accurate exciiation
rates for particular spectroscopic lines. The sum of many lines yields
the radiated power for the specie. Other rates are also calculated as
sums over many states. The accuracy of the sums is far beiter than
the accuracy for a single state in the approximations used.

Generally, the calculations for atomic quanium phenomena
can be reduced to sums over accessible states of terms involving the
oscillator strengths and energies of the states. In ZD atomic states
are caleulated considering only the principal quantum number (n).
Angular momentum (£) is ignored. {This approgimation is not optional.
Inclusion of £ terms would square the computing involved taking a 10
second Cray run to 10'° seconds.) An == 0 transitions are handled as
a special case.

Only the first ten shells are considered. About half of the
transitions contributing to line emission are An = (0, with decreasing
contributions as An increases. The shells are filled in order with 2a2
electrons per skeil. The energies for electrons in each shell, for transi-
tions between all possible pairs of shells, and the ionization energy are
calculated using the Pauli approximation to the Dirac energy equation
based on the shielded nuclear charge st that shell. Shielding coeflicients
are tabulated for sach sheil and configuration. Critical elements {all
impurities studied) use tabulated jonization energies.

Absorption oscillator strengths are caleulated as corrections to
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bydrogenic values for each possible iramsition. An = ¢ transitions are
treated as z single effective traznsition. Becanse of the importance of
small #, small An transitions (they are the most probable) tabulated
values are used. Corrections include {for n—m transitions) the popula-
tion of the nt® shell, the vacancies in the m®® shell, as well as energy
and shell dependent corrections.

AY the epergies and oscillator strengths are caiculated only
once for each charge state of each atomic species. These values are
dependent only on atomic properties, not plasma parameters.

First, collisional ionization of an electron in the nt* shell occurs

at a rate of:

I
Riomic == 5.88 X 107 "n,n.T? mﬁllwuﬁ

mw% vﬁm.m

I, » == lonization energy for ionization state g, shell n in eV

1

X T — exp(— Pry nem®sec™

Ion

T = electron energy in eV

n. == electron density

n, == impurity ion density

'y n = Gaunt facior
The Gaunt factoer is the quantum mechanical correction to the other-
wise classical calculation of the cross section. Bekefi® and Allen® cover
the caleulation of Gaunt factors in general and the reader is referred

to these texts as well as the references in Post” for details. Typically,
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when averaged over a Maxzwellian electron distribution, Gaunt factors
are between 1 and 2. The rates for each shell are summed after being
multiplied by the number of electrons in the shell. Radiation from
inner shell ionization is ignored.

Radiative recombination is the simple process of electron cap-
ture, with radiation removing the excess electron energy aad ionization
energy. The rate is calculated for capture to each unfilled shell. A fac-
tor of 5 correction is appHed to the highest {n == 10} shell to account
for the rest of the higher lying shells. Unity Gaunt factors are used in
light of uncertainties in the rest of the calculation. The recombination

rate t6 shell n is

Ian
T

3 1

sec” T,

I i
Rondreey = 5.2 X Hcluaﬂ:ﬁum exp( =) Ey { - Yem

where

E; = the first exponential integral

g = the shielded nuclear charge for the shell.
Radiated power from radiative recombination has two sources: the
continuum radiation as the electron is captured in the nt* shell, and
Yine radiation as the excited ion makes transitions to the grourd state.
Note that it is irrelevant how these transitions occur. Multi-photon
decay will radiate the same power as a single transition. Thus the
power due to line radiation is just the sum over unfilied shells of the

recombination rate to state 7 times the energy above the ground state
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of that shell. The continuum power factor is

anﬁ WM walts
NJ u g, 3 N

cm

Pronsinn = 8.32 X 1073%(

Dielectronic recombination involves the free electron imteract-
ing with a bound electron, leaving both electrons in bound, excited
states. Further, this excited state must have 2 low probability of elect-
ing an electron. The technique used is that of Burgess,!” modified
by Merts et gf.*! Essentially this approxzimation rests on an empirical
(i.e., not theoretically jussified) fit to an extremely involved guantum
caleulation. A 20%% error is claimed for 2 < 20 in the range of electron
energy where dielectronic recombination is important. An == 0 transi-
tions are treated in a similar manner, with a modified set of fits.

The dielectronic recombiration rate for an electron in shell n
interacting with the free electron is:

14 Blg)D{g, T)
T#

MU JinA(Y )exp(— %vnmpw sec—1

.m“w&mmmnb =T7.59x 107

where
1 == the initial state
g = ionic charge
fen = the oscillator strength for the n-»i iransition

¥ == An 4 mewu.a
& — En

Bor T BT Ip

Blg) =q¥g+ 1)+ 1342

&; - electron energy in #** shell
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E/T = (g+ 1PE:a/(T3.50T)

a =1+ 0.015¢* /(g + 1)?
for An = 0 transitions (Merts et al.)!?
A(Y)=Y*/(1 +0105Y +0.015Y?)

ns /200
1+ n:/200
ny = (4.77 x 108¢8T¥ /n )}

D(q,T) ==

for Anz0 transitions

. Yi/2
AlY) = 1+ 0.210Y + o.owowM
Do, T) = 0.0015[(g + 1)n7]

1+ 0.0015](g + Lnr?
The power radiated has components from both the captured and the

excited electron. The captured electron always radiates the ionization
energy (in at least two photons).

Three body recombination is a process in which two {ree elec-
trons interact near an ion leaving ome electron captured by the iom.
At low densities (such as the Octupole’s) this is a very infrequent
occurrence and thus may be treated simply. The ratell is

Qm i,
To

1

mhwwﬂmn - W.\Hm e HD.!INM ﬂEMmmﬂll

where
g = ionic charge
n. = electron density

T, == electron temperature in eV
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Note that the overall dependence of the rate is n2. Radiation from this
process is ignored.

BremBtrahlung is an even weaker process in the Octupole’s cold
plasmas. Tt is included only because it is trivial to calculate, and for

completeness. The Gaunt factor for this process is taken as 1.2.
Ryrems = 1.53 X wml.mwn‘wuamw X grf

T, = electron temperature in eV

g == ion charge

grs = Iree-free Gaunt factor = 1.2.

Finally, collisional excitation is the dominant electron energy
loss mechanism. The electron excites the ion {or neutral} which then
decays to the ground state, emitting a photon. Note that the decay
path (single photon or multiple) is irrelevant since only the radiated
power is of interest. The rate for excitation from the nt® shell to the
j** shell can be written in the form

En,;
T

Prd =158 x momemeAI t

ETEC Q«W

Ygn,jem®sec™

where
fn.; = oscillator strength for j—n transition
T = electron temperature in eV
E, ; = excitation energy in eV

gn,; = Gaunt factor for the transition
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The total radiated power is the sum over all electrons and all possible
final states. Due to the imporiance of this term, care is taken to insure
the best possible accuracy. Most of this effort occurs in calculating
oscillator strengths, The oscillator strengths are calculated for a shefl
and have the fractional occupancy of the shell included. Thus the
excitation rate need only be summed over initial shell, not all electrons.
Again An = 0 transitions are handled as a single effective transition.

The Gaunt factor for Ans£0 is taken as

i(j—1 2. Eii.1
g:5 = 019(1+ o.iw + le,.iacwo M- 2) wu;
B4

x ex(o2)E ()

where
E;; = energy difference between shells 7 and 7
E, == first exponential integral
T = electron temperature
z = nuclear charge
For An = 0, the Gaunt factor has different forms for neutral

and charged impurities.

Grn == Can +0.276 ﬁﬁmma vm;mw:v
where
Grn{l — SJHuCV charged
s 0.06 : Enn vw — mv neutral
14 Enn/TV T
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The overall accuracy of the impurity rate coefficients is claimed
to be a factor of 2.27 Accuracy degrades for Z > 20 {dielectronic
recombination) and for low T,. ‘The 7, limit is ~ 3 eV for low Z
impurities and 10-20 eV for high Z fmpurities. This is due o the
increased likelihood of An == 0 transitions at low enpergies. This in
turn vielates the single effective transition freatment of this class of
transitions.

There are a few cases where the hydrogenic ion approzimation
used generates substantial errors. A case in point is Tilll autoionization.
There exists a state just above the ionization energy for ionizatior from
an inner electron. This enhances the jonization rate by an order of
magnitude.?

In retrospect it is easy to see why the code is useless for detailed
spectroscopic work. The hydrogenic model, lack of angular momentum,
and the cavalier treatment of decay of excited states (ignoring decay
path) all make explicit line radiation intensities unavailable. Even the
calculation of the electron temperature dependence of Anz0 intensities
would be close to useless. This has all been sacrificed to make the rate
calculations computationally reasonable. Remember that for the broad
range of jonization states and impurities under study this code is the
best currently available.

In the interests of computational efficiency, Z1) obtains these

rates by interpolation into precalculated tables. Values of rate coef-
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ficients are stored for 5% increments of electron temperture. Accuracy
of the interpolated values was tested and found to be 1% of the directly
calculated values except at low energies. When the electron tempera-
ture is well below the threshold for a process, the rate coefficient is
roughly exponential (due to the Mazwellian averaging). This increases
the curvature of the rate coeflicient versus energy fuaction. Accuracy
degrades to a factor of 2 in extreme cases. All such cases, howerver,
have ignorably small (< 10725 cm®sec™™! per electron per ion) rate
coefficients. The errors incurred by interpolating are thus irrelevant to

the accuracy of the codes results.
Special Cases

Rate coefficients are not generated for charge exchange or mo-
lecular species as in the previous section. These processes are handled
with published polynomial fits from tabular data.!®1® Molecular den-
sities are quite small at the efectron temperatures under study. Since
fine radiation dominates the electron energy loss rate the simple es-

timates for energy transfers in some of the processes are acceptable.
H +H+ - Ht-+H°

The rate for atomic hydrogen charge ezchange is knowu to

+10%.12:1% The ‘interaction temperature’ is taken as 7 = (Tf+ +
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,Hwiw 1o accomodate energetic neusrals. The change in specie due to
charge exchange {charged to neutral and vice versa) modifies the energy

density as the two species, in general, will be ai different temperatures.

dF
&: = naniRox(Ti — Tp)1.602 X Slmém

em
E, = neutral energy density

ny, = neutral density

T, = neutral temperature {eV)

T; = ion temperature (eV)

Rcyx = charge exchange rate {ions to neutrals)
Bt +H,—~H°+HF

Charge exchange on molecular hydrogen is handled as in atomic

hydrogen charge exchange. The particies exchange charge carrying

their thermal energy to the new species.
Hy+4e—2H% Le

Neutrals generated by dissociation of molecular hydrogen pick
up the binding energy (4.7 €V) plus some of the electrons’ energy. These
¥ranck-Condon neutrals have an energy of about 3.5 eV each. Thus two
hydrogen neutrals and 7 eV plus the thermal Ho energy are added to
the atomic hydrogern neutral specie per event. The electron is assumed

to lose © €V (the threshold energy for the reaction). Dissociation to two
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peutrals is the dominant Hg-electron inelastic interaction, other than

line radiation.

MM L]mivmml lewm

Molecular ionization is assumed to leave the hydrogen molecule
energy unchanged (transferring it to the MW_. species). The electron
loses 18.3 eV (the HO ionization energy plus Bz binding energy), with

a cold (T = 0) electron being added to ihe electron density.
HytemrHT +H +2e

Tonizing dissociation is treated like a Franck-Condon process
(Hy -+e—2H" +2¢) plus ionization. Thus the B+ and the HO each
carry away half the Hy energy plus 3.5 ¢V, and the electron loses 18.3
¢V {ionization plus binding energy). The new electron is assumed cold

(T =0}
Hi -+e—2H

Dissociative recombination uses the entire electron thermal en-
ergy. The bydrogen atoms carry she H energy, but the dissociation
energy and any radiation is ignored. Essentially, internal epergy is
ignored and only the thermal energy of the initial particles is transferred

to the product.
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Hi +e—HB'+H T +e

Dissociation of ionized molecular hydrogen is treated like m.m.
dissociative recombination. The HwQEmH energy of the molecule is
split between the resulting proton and hydrogen atom. Like all other
molecular species rate coefficients, the molecule is assumed to be In the

ground vibrational state.
Hy-+H; —-Hf +H°

This is the only source for Hy . As with all processes involv-
ing similar mass incident particles, an effective root-mean-square tem-
perature is used to calculate the cross section. The energy of the inci-
dent particles is arbitrarily split by mass among the products. Internal

energy is, again, ignored.
B +e—3H°

This is the only process removing m...wf. It is about two orders
of magnitude stronger than the source term for HF. The difference
in rates is further emhanced by the fact that the destruction of mmm.
occurs via electrons whereas creation requires Hp or HY . Appreciable
amounts (1%) of Hy would only be found in partially ionized (50%)

molecular hydrogen.

Tt was found that HF densities were so low that removal of
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those terms had no effect on the code results. The code cannot permit
a density to fall to zero as wEm causes overflow preblems, so densities
are clamped at 1 cm™3. For HF the equilibrium density is far below
this, resulting in large rate coefficients for mmvf dissociation. This often
limited the integration step size, thus motivating the removal of Hy

creation and dissociation processes from the code.

Hy+HF —Hi +Ho

Molecular hydrogen charge exchange is treated like atomic

charge exchange. The particles exchange energy.
Neutral Transport

The extreme spatial asymmetries in the neutral density require
s variety of concessions be made to the geometry of the experiment.
The large rate coefficient for atomic hydrogen charge ezchange alse
modifies the treatment of the transport for this species. The treatment
of spatial dependencies in hydrogenic species was an addition to the

original ‘pure’ zero-D code, and greatly improved the code’s results.

Three classes of neutrals are considered by the code. Atomic
Hydrogen, molecular Hydrogen and impurities. The machine is divided
into four regions:  The central and bridge plasma regions, and central

and bridge edge reglons. Table 2 summarizes the geometric factors used

to describe the regions 2nd Figurs 7 shows the location of the reglons

Valic tUGt (_
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in the machine. Note that only the hydrogenic neutral species are splis
into regions. Particle transport along field lines insures that charged
specie behave uniformly across the neutral regions. {See the section on
ICRF heating for a discussion of ion temperature anisotropies and their
treatment.)

Impurity neutrals are left totally zero-D. Transpori of these

particles is handled with & simple kinematic model

dne, —n m..
dt )
where:
n, == impurity neutral density
d = scale length (see Table 2)
2T
Vo= thermal velocit
i y

The scale length is the volume weighted average of the central and
bridge region lengths.

The edge regions are the regicns that desorbed (not reflected)
hydrogenic species drift through to get from the wall to the plasma
{but not wice versaz). Addition of these regions to the code affected
ounly the first 10 microseconds of the neutral hydrogenic densities. The
edge regions were left in the code because the several microsecond
averaging of descrbed neutral Hp fiux into the plasma helps stabilize

thie integration of a very sUf ferm. The zddition of this otherwise

o e age T Tye o e 2
¢ process nalves the compuder Hme
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required.
All the desorbed hydrogenic neutrals are put into their cor-
responding edge regicn (four additional ‘species’). Particles are moved

1o the plasma regions at the rate

dn
L =
where:
np == Plasma region neutral density
ne =— Edge region neutral density
d = width of the edge region {see Table 2)
9 = thermal velocity of desorbed particles at 0.025 eV.

Molecular kydrogen in the plasma is treated in a marner similar
to impurity neutrals but in two regions. All interactions between Hp
and other species are treated for each region separately. Thus the two
regions require completely separate treatment as two separate species.
Interactions between a regional species and a global (a true zero-D)
species are calculated for each region and summed, weighted by the
volumes of the regions.

The rate H, leaves a region is

R.:;n.«n d
dt Az

where:

ng, = Hp neutral density for the region

g8

d = neutral scale length for the region
2Ty,

U o= = thermal velocity.
m

A fraction of the particles leaving one plasma region is trans-

ferred to the other region. This {raction is calculated from the geometry
of the regions. The rest of the particles are sent to the wall. (The
edge regions are not used for particles leaving plasma regions as their
velocities are much greater than desorbed neutral velocities.)

Atomic hydrogen is treated identically to molecular hydrogen
except that particle transport in the central transport region is modified
to account for charge exchange. The charge exchange mean free path
is typically 30 cm. The atomic hydrogen transport in the bridge region,
which has a scale length of 7 em, is not substantially modified by charge
exchange.

The multiple charge exchange neutral transport problem can
be quite challenging. Several approzimations reduce the preblem to
computationally tractable levels. First, neutrals entering the region
rapidly approach the ion temperature by elastic neutron-ion collisions
and charge exchange. Spatially uniform ion temperatures (implicit
in a zero-D treatment) are also assumed. Thus treatment of atomic
hydrogen neutral transport may be treated assuming spatially constant
velocities. In such a case, where the plasma dimensions are much larger
than the charge exchange mean free path, we may treat the problem

in fluid terms and assume Ficks law diffusion.
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Br — DV2n, = source

where n, is the neutral density, and D is taken as

where AX = step size and 7 — time per step.

In effect a charge exchange event Is considered a collision which
simply alters the direction of the neutral. Thus the identity of the
neutral is tied to the electron. (Remember the neuntral and ion tem-
peratures are typically within 10% of each other.) With this view,
transport reduces io a simple random walk with a step size of the charge
exchange mean {ree path.

Given the factor of 2 accuracy of many of the rate coefficients,
it would be pointless to attempt 2 detailed solution to atomic hydrogen
transport. All that is desired is reasonable scaling with ion density and
rough guantitative accuracy. These goals can be met with a solution
to the fluid transport equation in one dimension and simple estimates

of D.
Wall Desorption

McCracken and Stott!® published an outstanding review of
plasma-surface interactions. Data for desorption is taken from this
articls. The hydrogenic flux to the wall is summed for meutral and

eharged particle transport. The desorption yield is depsndent on the

-
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energy of the flux to the wall, the cross section for deserption and the
fraction of the surface covered by a particular impurity.

The energy dependence of the ion induced wall desorption has
a low energy threshold dependent on the surface binding energy. For
ungettered machines, with little surface conditioring, this energy is
small, 2 few eV.1% Clean surfaces have thresholds of a few tens of eV,
The yield rises with energy until the burial of particles starts competing
with desorption. The yield levels off at this energy (typically 1 to 50
KeV).

Typical yields are 1-10 particles/particle for dirty surfaces and
0.1 particles/particle for tightly bound ‘clean’ surface layers. A yiald
linear in energy normalized to 1 at 506 eV and averaged over 3 Maxwel-
lian is used.

The parameter 7, the normalized (to T; = 333 eV) yield, is
a free parameter for each neutral specie. Included in 7o are the cross
section and coverage. This may be thought of as the fraction of the
machine surface area covered by a particular specie times the yield at
500 eV {monoenergetic).

The epergy dependence of desorption yield is calculated by 2
separate program. ZD interpolates into the table produced to get the
normalized yield for the temperature of the incident particles. The
calcalation of yield performs the averaging over a Mazwellian velocity

distribution by birute force numerie integration. Figure 8 shows the 5.
2
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normalized desorption yield erergy dependence. A sheath poteatial of
3T, is assumed to accelerate ions into the wall.

All desorbed particles are assumed neutral. The magnetic field
will return charged particles to the wall. Only hydrogen (charged or
neutral} is assumed to induce desorption. The energy of the desorbed
particles is assumed to be the wall temperature, 0.025 V. Only one
parameter per desorbed specie is needed. This parameter specifies the
vield ai 300 eV, Note that we may also include in this parameter a
factor describing the fraction of the surface covered by that species.
One normally thinks of the coverage on atomic scales as the fraction of
a monolayer the species occupies. This factor can, in fact, be used to
specify a macrescopic coverage as well {e.g., the fraction of non-gettered
wall surface area).

In fact, the entire average character of the surface is described
via 2 single energy dependence and a coverage factor of the desorption
yield. The details of spatial dependence of wall gas load, particle fluz,
titanium gettering, as well as the impurity induced desorption, impact
angle, electron and pheton indueed desorption are ignored. The data
to describe these effects are not available and the precision of the rest
of the code is insufficient to make use of such data.

With the addition of mulliple regions for neutral hydrogen

species, the problem of spatially dependent wall condition may be ad-

Aroeend  Tha Aastimnale mros mon with 8 #ltomiprs awbhlimatane In oAamans
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tion. The central region is almost completely covered by titapivm. For
this reason, desorption is assumed to occur only in the bridge region.
Less than 50% of the wall area in the bridge region is gettered.'”

Maltipie regions alse give one the choice of where to put ion
induced desorption meutrals, {7.e., to specify the region the Hmiters are
in). ZD uses central region ion induced desorption. This was doane to
increase the fueling efficiency at low RF powers. The basic plasma
parameters are quite insensitive to the region chosen for ion induced
desorption except at low RF powers. Otherwise, slight changes in the
coverage accomodate the resuliing differences in fueling efficiency. The
subject of limiter location will be more thoroughly addressed in Chapter
6.

Typical desorption yields are measured to be 4-10 at incident
energies of 100 eV.'® ZD results match the experimental results with
an Ho cover Tactor in the vicinity 2. Given a factor of 5 for the higher
energy normalization and & for the partially gettered wall, an equivalent
yield at 100 eV used by the code is 5. The implications of this result
will be discussed in later chapters. Of interest here is the fact that a
simple physical model for desorption produces results consistent with

detailed studies of particle induced desorption.

Wall Reflection
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The incident particle may 1ot be backscattered until it gets fairly deep
{many atom layers}into the wall material, The probability that a back-
scattered particle wili reemerge from the wall is dependent on the depth
that such scattering occurs. Thus there Is a substantial energy depen-
dence to the reflection ceefficient.

As for desorption, ZD gets particle reflection coefficients by in-
terpolating into a tsble produced by amother program. This program
uses a £t to data from Heiland'” to calculate the reflection probability
as & function of incident energy, mass, charge, and wall material. The
reflection probability is thep averaged over a Maxzwellian energy dis-
tribution. The calculation is simplified by a few reasonable assump-
tions.

First, the reflection coefficient kas a universal form if it is stated

in terms of the reduced energy of the incident particle.!® For titanium

- T0.76F;
(47.9 + u3)Zi\/7.851 + 23
where
€ = reduced energy
E; = incident energy
Z; == incident nuclear charge
4; == incident mass in proton units.

The wall material is assuined to be titanium as about $6% of

B T . o Y et et

the wall surface is geitered. Thus only a few coustanis are needed to
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specify the different reflection probabilities of the incident species. The
reflection coefBcient varies slowly with energy and in past studies was
taken as constant (R, = 0.5). The only case where this is insufficient
is for Iate times of gun only shots.

For these low temperature {7; < 5 eV} non-heated plasmas
reflection of diffasing plasma ions dominates the neutral source. 72D
results are sensitive to several percent changes of the reflection coefficient
in these cases. Unfortunately data at low energies is sparse, until
one reaches room temperature. At 0.025 eV, sticking coefficients are
published for most molecular gasses on titanium.!? The simple ex-
pedient of limiting the reflection coefficient to a mazimum of one minus
the sticking coefficient at room temperature was taken.

A final note about low energy reflection coefficients is that they
should not be taken too seriousiy. At first glance it would seem that
this case makes an ideal measure of low energy reflection ceoefficients.
{Low energy neutrals are extremely difficult to detect, but here a large
pumber of reflected particles are returned to the plasma to radiate.)
Unfortunately the approxzimations used to calculate excitation rate
coefficients {and most other terms) reduce the accuracy of such a tech-
nique to about 10%. The atomic rate coefficients accuracies exceed a
factor of 2 below 3 eV. The adjustments made to the particle reflection

coeflcients seem fo be correcting for the errers iz the hydrogen rate



103

ICRH Input Power

ICRH is 2 valuable tool in the study of confinement in that
i, ailows a broader range of plasma parameters to be studied. It
introduces a number of problems as well. The local nature of the
input power is the primary difficuity. Other disturbing characteristics
of ICRH are: 1) a two component ion distribution function; 2) ion
distribution function velocity anisotropies (3:1 11| temperatures); 3)
toroidal asymmetries; 4) finite Larmor radius effects; and 5} complex

coupling mechanism.

The utility of ICRH, and in particular the ability to indepen-
dently control power input and to promptly terminate heating, motivate
its inclusion in this study. A compromise is taken. An empirical
treatment of the ICRH input power is included in ZD with the ob-

vious e vect that the code's accuracy, particularly for ions, is degraded.

The simplest approach to ICRH input power is to add the
power to a single hydrogen ion species. Coulomb collisions then couple
the energy to the other species. The ion-electron coupling and charge
exchange are the dominant hot jor loss mechanisms. The hot ion tem-
perature is remarkably insensitive to plasma parameters experimen-
tally. The hot ion temperature is 250-300 eV over factors of 2 change
iz poloidal field, factors of 4 in ICRH power, factors of 10 in electron

density and factors of 5in T, =20
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The power coupled to the plasma as a function of density is
taken from Fortgang's thesis.?! No ion temperature or spatial depen-

dencies are included. A linear fit to the data yields the form

dE w
= = Pun(5.26 % 10157, +9.46 x 1072) aw
cm
where:
E = energy density
n; = ion density
P,, = power input (see discussion below)

The input power, Pi,, specifies the power level of the ICRH
oscillator for the shot to be simulated. This parameter is dimensionless,
being normalized to 1 megawatt total (volume integrated) at an ion
density of 2 x 10'® cm™2. Note that this is the power coupled to the
plasma, not the oscillator input power.

Chapter 3 covered the measured ion temperature anisotropies.
On the basis of that data, the hot ion component is seen to be localized
to the plasmas edge. Several festures were added io ZD to account
for this anisotropy. An edge temperature is defined as a perpendicuiar
component of the hot ion temperature measured by the charge ex-
change analyzer and a parallel component of the bulk ions. The charge
exchange hot ion temperature is calculated from a fit to experimental
data while the bulk ion temperature is calculated normally. Thus

TedgeV = w,:oﬁ — g Fea/ 05435y wﬂ
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The perpendicular component of Tp4g. and the charge exchange data
are shown in Figure 9.

Note that the edge ions are not treated as a separate species.
The edge temperature is used only to set two wall desorption values.
First, Teqye is taken as the energy of ions impacting the limiter. Second,
a smal} fraction of charge exchange events are assumed to oceur in
the edge which increases the temperature of neutral atomic hydrogen

impacting the wall.
Limitations

In this section the assumptions, limitations, and aceuracies
of the model are brought together in one place. The objective is to
ascertain the overall accuracy expected of the code and fo examine
some of the experimental problems which bear on the accuracy of the
conclusions drawn from the model. Table 3 lists assumptions for which
there are reasonably obvious smailness parameters. Table 4 has a longer
list of problems, many of which are less easily quantifiable.

Reviewing Table 3, the only substantial errors are seen to
relate directly to ICRH plasmas. In particular, the non-Maxwellian
ion distribution function grossly violates the assumption of Mazwelliaz
distributions.

As mentioned previously, some empirical ‘fixes’ are used to

alleviate this problem. Errors in the ion distribution function have
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little effect on charge exchange rates as the rate coefficient is roughly
independent of energy to about 10 KeV. The ion temperature the code
uses will adjust to couple the appropriate power to the various species.
Electron-ion collision frequency is only weakly dependent on T; { ~ 1%
variation for 0 < T; < 300 ¢V for T, == 30 V).

Ton-ion coupling will be strongly affected. The impurity tem-
peratures will be high by about a factor of 2 during ICRE (assuming
T, == 250 eV, T == T0e V). This is of little consequence however
as the impurity ion temperature does not enter into the wall reflux, or
impurity radiation terms. It only weakly affects the coupling to the
electrons (via the jon — impurity — electron path).

Finally, the lon anisotropias are empirically included in cal-
culating desorption. It should be reiterated that the hot edge is assumed
to be part of the average ion temperature calculated by the code. Thus
the hot ion component is not treated as a separate species.

Most of the items in Table 4 have beer discussed in the sections
describing terms in the code. Charge exchange on impurities was not
mentioned as it is totally ignored by ZD. Data for charge exchange cross
sections are iargely unavailable. Recently the importance of this topic
has been recognized.?%>* Charge exchange is an alternative recombina-
tion path which lowers the charge state of impurities. This can sub-
stantially increase radiated power. An estimate of the neutral density

required to effect a significant change in this charge state distribution is
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easily derived. Assume for this purpose that dielectronic recombination

proceeds af a rate equal to that of radiative recombination. Then

— mn2x (52 x 1074 2VE[0.43

Rrecomb =

-1

+ .W.me 4+ 0485 ¥ |jem ™2 sec

.mua.caa.u
T,
ion charge (not nuclear charge!)

electron density,
= impurity charge siate z density

& & N tw
T

The primary concern is that charge exchange will increase the radiated
power by increasing the deasity of easily excited ioms. This dictates
the choice of E ~ 3 and z~ 5. (For esample, 0T5 at T, ~ 10V

bas Eipniz ~ 114. V. This is 2n ion which will have a substantial

tunction of the total oxygen population). Then
Nﬂnn = fl.Mz x M.Hu« x HO!‘mw.

This is compared to the charge exchange rate. Using data from Olson
and Salop,?® and Hulse et al.2? the charge exchange Cross section is
estimated as 5 10~1% cm® and roughly independent of energy. Taking

the neutral thermal velocity to estimate {ov} yields

Rez = Natzd X 10742 {9.79 x Hom,\ﬁbaalwmman

where:
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n, == neutral density
T, = neutral temperature eV

Taking T, = 30 eV
Rez = Npnz X 268 X 107 %cm ™ 3sec™?

Equating these rates gives the n, /n. ratio for charge exchange to be
as fast as recombination

n
20— 4838 x 1070
e

The effects of this level of charge exchange depend on d{z}/dT,. ({z) =
average charge state of ions for a nuclear species.) See Post et al.%2 for
a qualitative review of the effects of doubling the recombination rates.
The radiated power can easily double for = fixed T,. This implies such
charge exchange will lower T,. This in turn reduces (z} hence reduces
the charge exchange rate {a strong function of z at low z) and increases
ion-electron coupling.

Charge exchange cross sections for low z ions are uncertain
by orders of magnitude. Few measurements have been made. ZD
ignores this process. Given such uacertainty in the cross sections the
only statement of error which can be made is that for 2> 5 and
fin /e > 107 substantial (factor of two) errors can be incurred for
ranges of T, where d{z)/dT, is large.

The zero-D nature of the code and some of the implications of

this have been previously discussed. Experimental measurements are
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local, however. 7T, is measured al a point. Spectral lines and », are line
integrated measurements. The various diagnosiics are scaitered around
the experiment. Toroldal asymmetry of T, by 109% could induce factor
of two errors in impurity lne intensity. Ion femperature asymmetries
are far less important for impurity diagnostics but lnearly affect reflux
and charge exchange. By using multiply ionized impurity lines, the
spatial distributions of impurities are given time {o smooth out.

Experimentally, multiply jonized species are not seriously asym-
metric. Reasonable eleciron temperatures are obtained with CIi light
by the line ratio techmigque. This method is very sensitive f{o the
lize ratio {exponentially]. The ¢two lines were measured torcidally
separated by 120°. While this only indicates that any asymmetry is
time invariant, it is & strong argument for a symmetrical distribu-
tion. The method correlates within 20% of probe electron temperatures
throughout the ICRF pulse and well after heating ends.

Finally, it should be noted again that ZD gives impurity den-
sities, not line intensities. The excitation functions used are a standard
form whose relative accuracy is less than other uncertainties. All in-
tensity measurements are relative.

To summarize, the accuracy of conclusions based on ZD are
primarily limited by 2 few inherent restrictions on the code. First
is the zero D nature of the model. Second the accuracy of the rate

coefficients is a factor of two overall. The rate coeflicients are most
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accurate in the regime being studied; moderate 7, and low z. Charge
exchange on impurities may become the facior limiting accuracy when
{7} for an impurity exceeds 5 {about 100 &V for carbon, 30 &V for
oxygen, aluminum ang titanium}. A few independent tests of the code
are lost by the use of uncalibrated line intensities. ICRE induced
ion velocity space anisotropies cause substantial errors in impurity ion
temperatures but otherwise are benign. Spatisl anisoiropies are poten-
tially more serious but evidence indicates that multiply charged im-
purities are homogeneous. Overall, 7D is expected to be accurate to
within a factor of & for non-ICRH plasmas. With caveats regarding
gpatial inhomogensity and impurity ion temperatures ICRH plasmas
wil] suffer only slight degradation in accuracy {to perhaps a factor of

3). Corrections will have to be applied to T; to account for spatial and

velocity anisotropies.
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Figure 1: Early measurement of separatiix electron temperature versus

ICRE input power.
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.8
Figure 2: Coronal equilibrium zero-D calculation of electron tempera-

ture versus input power.
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Figure 5: The power radiated from a 30 eV plasma with an initially
neutral carbon impurity. The electron temperature and den-
sity are beld constant and ali other radistive and transport

processes were removed from the code.
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. Figure 6: The density evolution of CH5 for a 30 eV plasma with an
initially nentral carbon impurity. The electron temperature
A and density are held constant and all transport processes were

removed from the code.
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Figure 8 Molecular hydrogen desorption yield versus temperature
of incident particles. This piot shows the yield for protons
or neytral atomic hydrogen atoms. A Mazxwellian velocity

incident distribution is assumed.
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DATA

.00

il

80. 90

160.380

2%0.00  320.00  400.00 480,00  560.00
KILOKATTS

1) elastic e~ =z, electron-ion

2} elastic z;=>z; ion-fon

Table 1

2D processes

3) elastic £, Xi=3N; electron jon-neutral
4} inelastic eleetron-imputity interactions

&) bremBtrahlung

b} recombination ¢~ + X=X 7?1

1} radiative

2) dielectronic ™ + XTF=X7?"* {pkoton(s}
3) 3 body 26— -+ X]P=XT71 4o

¢} ionization e™ 4 X P=2e— 4 X7

d) collisional excitation ¢ 4 X7 =e™ +Nwo =¢™ -+ X} +photon(s)

5) Special cases
a} HY +H=3$H4+H+
b) H¥ -Hy=H4+HT
¢) Hote=42H+e
d) Hzte=HZF +2
e) Hp+emH* +H+2¢
1) Hi -+e=oH
g) Hi +e=2Ht 42
i) Hf +e—HY +H+te
¥) He-+HI =HF +H;

8) peutral transport

7} ion transport

8) wall desorpiion

9) wall reflection

10} ICRH input power

charge exchange

charge exchange on Ho
dissociative excitation
electron ionization of Hp
dissociative ionization
dissociative recombination
dissociative ionization
dissociative excitation
molecular charge exchange
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Table 2

Geometric Factors used ip ZD

Neutral scale length [¢m) .
Area to volume tatio {cm™1)
¥raction of surface area

facing opposite region
Desorbed neutral drift distance (em)
Fraction of total volume

Total wall area

Limiter area

Totai MHD stable volume

Equivalent-volume at .
geparatrix densily

Eridge region
8.0
0.54

0.14
2
0.1

4.0 3¢ 10° cm?
2.0 X 10* cm®
7.6 X 10® cm?®

5.0 X 16% cm®

Central region
60.0
0.057

0.22
10
08
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b))
2)
8

4)
5

6)

T}

Assumption
Collisionality
Finite gyro
radius

Stability

B
Maxwellian
disiributions

Optically thin
plasma

Coulomb logarithm
for collisionality

Table 3
Basic Plasma Conditions

onditio
Wi/ >> 1
o < (t/ndnfdr)™t =L

Avg Min B stability
within $erit
B = (B)/(L, nikTi} <<t
M = Prc /Bt < <1

Py =non-collisional power
r=-equilibration time

r=54x% 10~\u/Tini<<1

1/A <<
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How well met
Wei fvi > 100
Bulk ions p; ~ 1L
ICRH tail p; = 3L

{at 1 keV}
Absojutely

Berel10—8
ICRH fons M~ 1
electrons M ~ 0
Neutrals M ~ 0.25

re10—3

1/A ~ 008
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Table 4
Other Limitations

1} Zero-D Bulk of plasma is homogenreous experimentally except for peutrals.
2] Code gives only impurity density, not line intensity.

3] Empirical treatment of ICRF input power.

4} Impurity rate coefficient accuracy is factor of 2.

5} Diffusion of particles is calculated for zere-D with constant seale length ignoring
modifications to the density profile.

6] Particle reflection from walls is treated simply.
T7) Impurity induced reflux is ignored.

8) Radiation from minor sources {ionization o excited state, 3 body recombination,
etc} is ignored.

§) Impurity rate coefficient accuracy degrades at low To.

10) Dielectronic recombination model is accurate to within a factor of 2oniy for Z
< 20.

11} Initial impurities are nentral (gun injected impurities are ‘frozen’).
12) Only neutrals are emitted from the wal.
13) Coronal model is assumed {metastable states are coHisionally de-excited).

14} Charge exchange on impurities is ignorable.

A33n¢»19~\3n < “_.Gluﬁu

15] Turbulent injection phase of a shot {the first few kundred microseconds) is
igpored.
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CHAPTER S

GUN AFTERGLOW PLASMAS

Overview

Gun afterglow plasmas (i.e., no JCRH power) are the simplest
to model. With 7. above 3 eV the modeling is quite successful, and
provides a wealth of information about the plasma-wall interaction.
Below 3 ¢V, the hydrogen rate coeflicient’s accuracy degrades, causing

increased differences between experimental data and code results.

The gun plasmas initially have electron temperatures of 30 eV
decaying to 2 eV by 12 milliseconds (Figure 1). The density starts at
1 x 10!2 cm?® and decays to 2 X 10! {Figure 2). This range of plasma
parameters spans several important energy thresholds for the plasma-
wall interaction, forcing the choice of desorption threshold and the form
of the particle reflection coefficient energy dependence in ZD. Once
these parameters are set, the desorption yields used are constrained by
the electron temperature decay. With the temperature correct, the rest

of the data produced by ZD closely matches the experimental data.

The ability to unambiguously set single parameters is due to
the wide range of T, spanned by the plasma. This feature is lost
when RF is applied. The initial character of the surface is presumed

independent of RF however, so the energy thresholds are not modified
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by RF heating.

The data show four distinct intervals of unique behavior. The
first half millisecond shows a rapid drop in density, and large varistions
iz B® density. This interval is presumed to be dominated by the
relaxation of injection turbulence. No attempt is made to treat this
interval.

From 1/2 to 2 milliseconds, the plasma temperature drops
rapidly from 30 V. Particle induced desorption produces Hp and im-
purities. Line radiation and charge exchange are the dominant energy
loss mechanisms. Af the end of this interval temperatures have cooled
so that the desorption rate is rapidly dropping. The Hy demnsity begins
{0 drop as losses exceed the source rate.

From 2 to 6 milliseconds the electron temperature slowly drops
by a few &V. T, is well below most line radiation excitation energies.
The ion temperature is slightly higher than T, which transfers energy
to the electrons to compensate for the small losses. As the plasma cools,
the particle reflection coefflcient rises. At the end of this interval, elastic
ion nentral collisions {peutrals being produced by reflection of ions from
the limiter) are causing a larger ion cooling rate than coulomb coilisions
with electrons.

After 6 milliseconds particle reflection continues to increase.
This generates a larger source of B, and increases the number of

‘bounces’ from walls a neutral survives through. Thus, the lifetime
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of HY increases as well. The increasing HY density cools the ions (via
elastic scattering) faster than coulomb collisions, and at 10 msec, the
ion temperature falis below the electron femperature.

While the accuracy of the code degrades at low temperatures
the successive, isolated dominance of the different processes permits
pnambiguous assignments of the processes responsible for the plasma’s
behavior. By returning to the experimental data with this understand-
ing, the thresholds may be accurately determined. Also, indications of
the nature of correciions which would be required in the simnlation to
provide a better match with the experimental data help in interpreting

the far more complex RF cases.
Hydrogen

Significant sources of atomic hydrogen are Hy dissociation,
reflection of ions from the wall as neutrals, and recombination. The
primary losses are ionization and neutral transport. The first half of the
shot clearly shows Hy desorption producing molecular hydrogen which
dissociates making H®. This H is then ionized fueling the plasma.

Figure 3 shows a plot of experimental data overlaying Ho and
H? densities. Figure 4 shows the code results. The code shows a faster
rise of H, density and a prompt fueling rate (seen as a reduced dn/dt
early in time). Data clearly indicate the initial Hy density, H® density,

and fueling rate are lower than the simulation.
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This implies the particie flux to areas of the wall which have
significant adsorbed gas loads is small as the injection turbulence dies
down. One can postulate several mechanisms; the density profile is
strongly peaked on the separatriz initially. As it assumes a normal
mode, the measured density will drop due to the heavy weighting of the
separatrix density in the line averaged microwave interferometer. Thus
the early reduction in density may 1ot imply a large flux of particles
to the wall.

A second possibility is that a well gettered limiter becomes
saturated with gas. Only when saturated would desorption be likely.
A monolayer of titapinm over 109% of the surface area of the wall is
sufficient to adsorb the density initially lost. As this is a reasonable
figure for the plasma limiter area, 7D was modified to test this pos-
sibility. As expected, the lack of Tueling generated an initial fast drop
in density, but the corresponding reduction in ion induced desorption so
reduced the impurity influx that the electron temperature decay could
no longer be maintained.

The initially fast density decay is most likely due to a com-
bination of saturation of poorly gettered wall and the mdﬂ.omﬁmou of the
density profile as injection turbulence dies down. |

The primary problem the code has is in modeling the evolution
of atomic hydrogen density. This specie is extremely sensitive to wall

and neutral transport parameters. A tactor of two decrease in the
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recombination rate at 3 eV brings the cede results in line with the
data. The simple treatment of neutral transport and limited treatment
of spatial anisotropies can also easily account for the disparity. Finally,
no account of the field line movement has been included. A far more
detailed treatment of both rate coefficients and spatially dependent

effects is required to accurately model atomic hydrogen.
Impurities

Neutral impurities are desorbed from the walls just as molecular
hydrogen is, with similar energy thresholds. Unlike hydrogen, im-
purities continue to radiate after being ionized. As discussed in Chapter
4, one must perform the time dependent coronal equilibrium calculation
to follow the densities of all possible charge states of the impurity. Only
then can the radiated power be calculated as this is a strong function of
energy which is unique to each charge state.

Recall that a neutral entering a hot plasma radiates ferociously
until it approaches the coronal equilibrium average ionization state.
This process accounts for the rapid cooling of the gun plasmas early in
time. Figure 5 shows the calculated evolution of the first 6 ionization
states of oxygen, and Figure 6 compares calculated and measured-
radiated power.

Note that the dominance of radiation from species far from

the coronal equilibrium average state implies a significant lack of sen-
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sitivity to the specific impurity. As absolutely calibrated spectral line
intensities are unavailable, only the relative intensity of a single line
versus time is known. Thus the experimental data yield only the energy
dependence {via changing T} of line emission, general indications of to-
tal impurity content {via ZD's calcutated electron energy confinement)
and 2 qualitative description of the relative ionization state densities.
Since desorption rates are similar for all impurities, and the calculation
of state densities is solely dependent on n, and 7,, the only possible
information available to discrimipate between impurities is the energy
dependence of total radiated power. This energy dependence is quite
independent of species (i.e, specific transition energies) because the
electron temperature is well above threshold for the states being excited
early in the particle’s lifetime (i.e., at low ionization states).

The consequence is that virtuzlly identical results can be ob-
tained with any mix of low Z impurities by adjusting the desorption
yields. The energy dependence of radiated power in & plasma far
from coronal equilibrium is guite insensitive to the quantum mechanical
details of the impurities. ’

The relative ionization state densities and time behavior yield
an enormous amount of information, however. Precisely because the
plasmas are so far from equilibrium, one has a millisecond time scale,
sensitive indicator of the plasma surface interaction. The strong desorp-

tion pushes the ionization state density more neutral than coronal equi-
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librium yielding a direct measure of the desorption rate. Further, the
time scale is sufficiently long that the history of the desorption rate
must be accounted for. This yields data on abrupt plasma-wall in-
teractions (e.g., injection transients} otherwise difficult to measure or
simulate.

All these features can be seen in evaluating the data and simula-
tions for the gun plasmas. Figure 7 shows the coronal equilibrium
charge state density functions for the experimental T, evolution. Com-
parison with ZD's state density functions in Figure 8 shows the pertur-

batior from coronal equilibrivm.

Derived Parameters

As seen in the previous sections, ZD medels the gun plasmas
with reasonable precision. To achieve this the code has to calculate a
variety of parameters not experimentally accessible. Three ‘diagnostics’
outputted from the code warrant further discussion. First, particie
transport independent of other sources and sinks is essential to the
understanding of the plasma. Next, ZD had to account for higher
neuntral densities in the bridge region. Finally, ZD calculates the total
radizted power by adding values calculated for each specie (and, for
hydrogenic species, each region).

Tt is clear that hot (T, > 10 €V) plasmas can ionize substan-

tial amounts of hydrogen, and this source term must be taken into
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account when studying particle transport. In preparation for the far
more dramatic RF shots, a comparison of the density decay time with
the particle confinement time (both from ZD) is shown in Figure 10.
Neutral ionization dominates the density decay rate when T, > 10
eV. While moderate electron temperatures are required for significant
iopization, there must also be a source of gas. Particle induced desorp-
tion of By is strongly temperature dependent and produces large guan-
tities of zas only when the plasma is capable of jonization. The com-
bination of thresholds in ionization {and radiation) and desorption rate
abruptly terminates fueling after about 2 milliseconds,

The sharp reduction in the temperature decay at 2 milliseconds
is due to two effects. First, the termination of desorption removes the
source of H, and neutral impurities. Second, the reduction in electron
temperature causes the average charge state of the impurities to exceed
that of coronal equilibrium. Enpurity radiation falls dramatically as the
electrons are anable to excite the impurity ions.

The desorption rate is eritically dependent on the wall surface

condition. This fact is ineluded in ZD by allowing desorption only in

non-gettered regions (the bridge). As expected, the density of desorbed
neutrals is much higher in the bridge region. Figures 10 and 11 show
the H® and H; densities for the bridge and central regions. The factor
of 3 increased density in the bridge has a2 number of consequences.

Virtually sl spectroscopic, charge exchange and bolometric diagnostics
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view the ceniral region of the experiment. Thus if such a diagnostic is
sensitive to 2 neuntral specie density it will underestimate that density
by a volume weighted factor of 2. The charge exchange analyzer is
routinely used to estimate the power loss due to charge exchange. At
jeast a power equal to the central region losses occur in the bridge
regions, unseen by the analyzer.

Similarly, the 'Thinistor’ bolometer was absolutely calibrated
but indicated a factor of 2 lower power than espected. This Is now

understood in light of the enhanced losses in the bridge region.
Discussion

The gun-only shots are seen to have plasma parameters deter-
mined largely by initial conditions. The rapid drop in 7. quickly turns
off desorption and ai 2 msec, most radiation. The code has problems
tracking the imitial, turbulent evolution of the plasma. This phase is
treated by modifying the initial conditions. Correct electron tempera-
tures are obtained but the density decay and wall fiux are in error.

The B, density is a direct indicator of wall ux, and while T,
is above 10 eV, the density decay rate should indicate fueling efficacy.
Note that ZD shows significant fueling and Hy deansities during the first
millisecond, in contrast to the experimentally rapid density decay and
low H, density.

Yet the data indicate, and the code correctly simulates, the
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temperature decay. This behavior confirms that the initial impurity
load is responsible for the initial cooling of the electrons. The preceding
discussion illustrates the use of ZD to gain understanding of experimen-
tal data. Another use of the code is to ascertain what parameters are
unimportant to the plasma evolution. The first cbservation is that the
ion fiux to the limiter is not energetic enough to significantly deplete
the limiter gas load. (This in marked contrast to RF shots.) Second,
tests indicate the code results are insensitive to the region the limiter
is located in.

Finally, the sensitivity of the code resuits to peutral bydrogenic
species densities should caution us to consider the effect of rate coeffi-
cient inaccnracies. At low electron temperatures typical of the last half
of the shot, the threshcld energy for atomic processes is several timnes
the electron temperature. Thus only the energetic tail of the electron
distribution participates, and the rate coefficients are extremely sensi-

tive to the threshold bebavior of the cross section. Even simple systems

{H® and E,) have large uncertainties in cross section near threshold.

Clearly better rate coefilcients are required for improvements in low T,
behavior of plasma simulation codes.

Within the range of vslidity of the approximations used ZD
produces a very reasorable simulation of the plasma. The insight gained
from the detziled and physically realistic code permits anp accurate

interpretation ofexperimental data.
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Figure 1: The electron iemperature decay is plotted as measvred (data)

and calcualted by ZD (code}.
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Figure 2: The electron density decay is plotted as measured and cal-
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Figure 3: H° and H; relative densities as a function of time inferred
from VUV lines at 1215 A and 1613 A (respectively). Each

curve is separately normalized to an average value of 1.
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Figure 6: A comparison of the calculated total radiated power and the
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Figure T: The {ractional population of charge states of oxygen assuming
coronal equilibrium at the experimentally measured electron

density and temperature.
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Figure 8: The fractional population of charge states of oxygen as
calculated by ZD.
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Figure 9: The measured density decay time scale AWM.WVIM is compared

to the confinement time derived from the particle transport
used in ZD. .
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Figure 10: Calculated atomic hydrogen densities for the bridge and

central regions.
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Figure 11: Calculated molecular hydrogen densities for the bridge and

central regions.



6.00 8,00
MSEC ARFTER TO

£0.00

12.00

167

168

CHAPTER 6

ICRE HEATED PLASMAS

QOverview

The addition of ICRF power remarkably alters the behavior of
the plasma. Many of these changes are due to the simple fact of higher,
sustained ion temperatures. Desorption continues as a strong process
throughout the shot. Basic plasma parameters are, then, determined
by the equilibrium between strong, competing processes: charge ez-
change and line radiation (due to the large influx of neutrals from the
wall) balance the ICRH power, and ionization of desorbed and reflected
particles fuel the plasma against transport losses. In addition to these
expected processes, ICRH seems to modify the particle transport scal-
ing. Spatial and velocity ion anisotropies dramatically increase wall gas
desorption. At low powers these effects combine to actually increase the

plasma density.

As the RF power is raised, the evolution of the plasmsa shifts.
Figures 1 through 4 show the electron temperature and density and Hy
and HY? relative demsity evolution for a range of RF heating powers.
In gun-only shots desorption is important only at early times. Adding
ten Kilowatts increases T; and T,, but their values remain below the

desorption threshold. Thus at very low powers one sees T, remaining



169

constant, a fraction of an eV above the gun only case. At about 30
kW, the edge ion temperature exceeds the desorption threshold. (This
is a soft threshold so there is a gradual change in behavior as power is
increased.) fon induced desorption now w:.omsnmm significant amounts
of Hz, and dissociation and ionization fuel the plasma.

The edge ion temperature is quite sensitive to charge exchange
and elastic collision energy losses. This provides a strong feedback
mechanism to set the electron temperature at a constant value. If T,
rises T; increases {due to the ion-electron collisional coupling} which in-
creases desorption. Increased desorption increases energy losses, reduc-
ing T. and T;. The 50 kW case illustrates the remarkable stability of
this mechanism.

The density is zlso seen to remain cobnstant after falling to
an equilibrium value. Like T,, the equilibrium density rises linearly
with power at low powers. The mechanism maintaining the equilibrinm
is implicit in the electron temperature feedback. As T, rises, the
ionization rate rises. The increased ionization increases the density,
which in turn increases the desorption rate due to the increased fux of
ions to the wall. The larger fux of desorbed neutrals reduces T,, and
the lonization rate.

Above 100 kW, the edge ion temperature becomes gyroradius
limited. The desorption rate now decouples from T, and the feedback

mechanisms are lost. As power is increased T; increases which heats the
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electrons. The electron and ion temperatures become less coupled as
T, rises due to the Hm.m scaling of the ion-electron collision frequency.
This permits ion temperatures in excess of 100 eV. Hot ions having
larger gyroradii diffuse faster, increasing the particle loss rate while the
desorption yield remains constant due to the gyroradius limit of ion
energy. Since the effective ion fueling fraction is [ess than 1 {particles
added to plasma per ion hitting the wall), the density now decreases as
power increases.

The 200 kKW case shows the transition through the various
regimes. On injection, the electron temperature drops rapidly as desorbed
neutrals and impurities radiate. The ion temperature rises, eventually
supporting T, at 15 eV (at 4 milliseconds). The hot ions are lost faster
than fueling can replenish them but the density decay is seen to be sub-
stantially reduced. As the density drops the desorption rate drops {seen
by a steadily decreasing Ho density} and T, rises. T; decouples from
T, (due to the density dependence of the ion-electron collision fre-
quency) and rises dramatically, and the density now drops rapidly.
Note however that while Wmmviw is about that of the gun-only shots,
there remains substantial fueling. Particle confinement is far shorter
than the density decay would indicate.

At high power ( > 500 kW) ion heating is strong enough that

the electrons are never strongly coupled to the ions. The high ion

temperature causes plasma transport that fueling cannot compensate
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for and the density uniformly drops.

The preceding description leaves a variety of important processes
unmentioned. RF power coupled to the ions is not linear in ion density;
thus ion heating per ion is stronger at lower densities (down to 2 X
10'2¢cm™?). Charge exchange plays a vital role as energetic neutrals
can impact non-gettered walls Mwmonmmmmzm to the jons. Once again, the
regional behavior of neutral densities is critical. The hot edge ions and
their extreme velocity anisoiropy play a central role in setting the
desorption yield. Charge mmnum.um_m in the edge region, while contribut-
ing a small fraction of the total neutral flux to the wall dominates the
total neutral induced desorption reflux.

Clearly, spatial and velocity anisotropies w_ww a major role in
establishing the plasma behavior. ZD is moderately successful simulat-
ing RF heated plasmas, but wEm has cmmp. the case only since a variety
of spatially dependent features were added. These include two regions
for hydrogen neutrals, the hot edge ions, vom#mo.w dependent limiters,
hot edge ion charge exchange of neutrals impacting the wall, treatment
of the velocity anisotropy of the edge ions and modeling of the central
neutral s.mnmw.owa which accounts for spatial variation of the neutral
density profile. A number of spatial phenomena have been included
implicitly as well. The hot edge ion temperature is determined by a fit
to experimental data, not by detailed modeling. Likewise the RF power

deposited in the plasma is established by a 8t to measured density and
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applied voltage dependencies.

It is pot surprising, then, that the accuracy of the simulation
results degrades for RF heated plasmas. The free parameters require
some adjustment for different RF powers to compensate for the simple
approximations used to account for grotesquely spatially dependent
behavior. Omce again, however, the code is used primarily to assist in
the interpretation of experimental data. In this light the parameter
variations as a function of RF power become useful tools to indicate
how the code fails (or succeeds) in accounting for the experimental data.

The variations in parameters, and some crucial data points are
reviewed in Table 1 for the three critical cases: gun-only, 100 kW,
and 500 kW ICRF power. A review shows the largest variations in
parameters are those affecting hydrogen recycling. The factor of 10
difference in Hy desorption yield and factor of 3 difference in wall gas:
load indicate ZD still has problems modeling reflux. Before delving into.
the processes affecting reflux and fueling, a review of the variation in

measured plasma parameters versus RF power is in order.
Fueling

The data in figures 1 through 4 reflect various stages in the
refueling process. Particle transport causes ion induced desorption
of Hy. About 509 of the ioms bitting the wall reflect as neutrals.

Various dissociation processes are possible but the dominant one is
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H,--e=2H-e. The hydrogen is then ionized, fueling the plasma. Af
each stage there are losses which reduce the fueling efficiency. Ions may
hit clean, geitered surfaces. Hp may traverse the thin bridge region
without dissociating. B® charge exchanges easily on protons and is
quickly lost, but this incurs additional neutral induced ammo%ﬁmw and
reflection. All these processes have strong temperature dependencies.

A useful analogy to employ for describing the interplay between
these processes is classical control theory.

Orne major process, neutral induced desorption, can be con-
ceptually isolated by treating it as an isolated loop which multiplies
neutrals: Some fraction of neutrals in the plasma will impact the wall,
creating HO by partial reflection and Hy by desorption. The Hy dis-
sociates producing additional neutrals. Particle losses in this loop in-
clude peutrals hitting gettered walls (not inducing desorption), Ha leav-
ing the plasma before dissociating, and various ionization processes.
There are energy costs in this loop as well.

Desorbed Hs leaves the wall at thermal velocities. Elastic
collisions with ions do substantial heating. Figure 5 shows the evolution
of the Ho 2nd ion temperature for the 100 kW case. This heating of
M. dramatically reduces the time an Hy molecule spends in the plasma
(its residence time). Charge exchange of H® cools the ions. More
significantly it increases the desorption yield. The hot edge plasma

is responsible for charge exchange of 10-30% of the nmeutrals leaving
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the plasma. These energetic newirals account for most of the neutral
induced desorption.

The neuntral recycling is strongest in the bridge. If all ion
induced desorption is located in the central region, neuntral densitles
in the bridge are still a factor of 2-5 greater than in the center. This is
due to the simple fact that only areas behind the rings are ungetiered.
Freshly gettered surfaces cannot desorb gas (except thermally).

The central region is, however, most efficient in fueling the
plasma for a given gas load. The large size of the region, and multiple
charge exchange insure virtually all H is dissociated, and most neutrals
ionized. Note that ZD treats atomic hydrogen traasport differently
for the two regions to account in some measure for these spatially
dependent features.

Overall, the ‘gain’ for the neutral induced reflux cycle is less
than one. A gain greater than one would yield exponentially Enwmwmmum
nmﬁ_.ww dexnsities. The increasing neutral density would produce a larger
electron cooling rate and lower T,. This in turn would reduce the gain
as the ionization cross section drops. Two points should be made:
First, this ‘gain control’ is 2 very strong mechanism {in eontrol theory
it is second order feedback with attendant fast response to first order
quantities}. Second, the inverse process occurs for gains jess than one.
Temperatares rise, desorption yields increase and gain increases.

Because the system is driven {much like a thermally stable



175

suberitical fission assembly with a neutron source) gains will remain
somewhat less than one. This however greatly increases the neutral
density by roughly 1/{1-gain). Altermatively, the neutral recycle loop
is responsible for a fraction of the neutral density equal to the (less
than 1) gaip. Finally, note that if T, rises enough to burn out neutrals,
or the gas source depletes, the gain wiil drop.

Jon induced desorption ean now be concepiually isolated from
the neutral reflux cycle. Ioms hitting the wall also reflect as neutrals.
About half the incident ion flux sticks to the wall, the remainder re-
entering the plasma at somewhat reduced energy. The hot edge plasma
is the component which interacts with the wall. The elevated ion
temperature tremendously enhances desorption yields.

Only a fraction of the total wall surface acts as a limiter. One
of the free parameters for ZD is the limiter area. About 102° particles
impact the limiter during the shot. A monolayer of gas has about
4 x 10** particles/cm?. A 16 cm wide toroidal strip of limiter has an
area of 2 x 10* em?. {This is the value used by ZD, corresponding
to 59 of the total wall area.} Thus there are 8 X 10'® particles per
monolayer on the limiter. Typical desorption yields of 0.1 to I can
remove 1 to 10 monolayers of gas from the limiter during a shot. Note
that smaller limiter areas imply more monoclayers are removed for a
given gas influx.

At typical base pressures of 10—7 Torr, it takes about 10
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seconds to adsorb a monolayer of gas on a clean surface. Sticking
coefficients drop by about a factor of 10 for each monolayer, so the
second layer takes about 100 seconds. Thus two to three monolayers
adsorb onto a clean surface during the 150 second imterval between
shots. There is very complex surface chemistry involved in establishing
the depth and composition of adsorbed gas on the limiter surface. While
this topic is beyond the scope of this thesis, it is ercouraging 1o note
that ZD's results are in accord with the basic characteristics of surface
chemistry.

ZD requires a mm,mnmzwm limiter gas load of one to three mono-
layers to match experimental data. The characteristics of the plasma-
limiter interaction dominate the behavior of the plasma as a whole.
The neutral recycling process multiplies the effect of desorbing gas from
the limiter. The hot edge plasma ensures substantial desorption yields
for ions, and increases the neutral recyeling gain via increased neutral
desorption yields due to charge exchange in the hot edge.

Clearly, the behavior of those processes demands spatial depen-
dencies. ZD has some of the spatial effects explicitly treated by ap-
prozimation. These take the form of fits to experimental data for the
edge ion temperature and velocity anisotropy. Estimates are made for
edge neutral charge exchange and neutral transport. The feedback
mechanisms responsible for determining the edge ion temperature are

lacking. ZD will thus yield accurate simulations only if the assumptions
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used would be the consequence of the detailed feedback mechanisms.
Thus ZD's physics is correct only if the results match the data, and
only to the accuracy that the simple treatment of the hot edge permits.
ZD’s primary utility lies in interpreting amﬁmw not exactly matching ex-

perimental data.
Low Power RF

At low RF powers, the plasma parameters scale quite linearly
with RF power. Figure 6 shows the density and electron temperature
as a function of RF power. Figure 7 shows the late time {equilibrium)
hydrogenic species density. The increasing H, demsity shows the in-
creasing gas Joad as the edge ion temperature increases. Note that the
H, density increases despite increasing electron density and tempera-
ture and reduced residence time. At 100 kW, fueling exceeds plasma
transport.

ZD matches the 100 kKW case best with a limiter gas load of §
monolayers and a desorpiion cover of 3. In this case, the large cover is
indicating that desorption yields exceed chmm of a single monolayer {as
expected). Desorption yields 10 times the single monolayer value for
maltiple layers is not unreasonable, as the apper layers are very loosely
bound to the surface.

Above 100 kW the hot ioms in the edge plasma become gyroradius

limited, hitting a different limiter. There is a great deal of evidence for
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this. The hot componeni of the charge exchange neutral distribution
has a sharp transition at 100 kW and 170 eV. Figure 7 in chapter 4
shows this. At high powers, the floating potential in the edge Emﬂ_ﬁm
goes negative. Figure 8 shows a profile of V; before and just after RF
shuts off. Negative floating potentials indicate enhanced ion losses.
Normal ambipelar transport yields positive floating potentials which
electrostatically confine the more collisional electrons.

At high powers, ZD requires very different limifer parameters
to match the plasma behavior. The changing limiter characteristics for
gyrolimited ions implies multiple limiters. The primary limiter in the
QOctupole is usually considered the walls out to the nose. The RF ap-
tenna has additional limiters slightly below the fiux surface intersecting
the nose wall. Ion heating is strongest right above the antenna. All this
is quite suggestive that the limiter for high power RF shots is the an-
tenna limiter, while at low power, the nose wall is the limiter. It is also
observed that much of the nose wall is ungettered, hence heavily gas
loaded while the antenna limiters are about 50% gettered. Further, the
nose wall limiter is parallel to the field lines meaning a2 much greater
area is available for desorption. The antenna limiters are perpendicular
to the fleld lines, limiting the areas which desorb gas to a gyroradius
times the limiter length.

Analysis of plasma transport to limiters is far more complex

thar the above would indicate. The transport along field lines to a wall
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is a two-dimensional problem. Ions diffuse across fieldlines, and travel
at about the sound speed (C, )} to the limiter. C; is independent of ion
temperature and density, having a value of about 107 cm/sec in RF
heated plasmas. The path length along a field line from the antenna
to the nose limiter is 100 cm. Clearly a more detailed study is required
to determine the plasma transport to the multiple limiters. There
is however compelling evidence to support a hot gyroradius limited
plasma local to the RF antenna,

When a torcidal field is added to the experiment, the basic
plasma parameters are not greatly affected. The hot ion component
measured by the charge exchange analyzer indicates a dramatic in-
crease when the field line from the end of the antenna is skewed to the
entrance of the analyzer shown in Figure 9. At this toroidal field, the
analyzer views a flux tube connected to the ICRF resonance just above
the antenna.

In review, to maich ZD results to data requires large reflux
rates from limiters at low RF powers, and small, depleting limiter gas
loads at high power. ZD has trouble accurately matching these fun-
damentally multidimensional processes, but the factor of 10 changes
required far exceed code errors. This behavior implies multiple limiters.
Referring back to the data indicates the second limiter becomes impor-
tant as the hot ion edge plasma becomes gyroradius limited. Toroidal

fieid slewing of fleld lines to the charge exchange analyzer indicate the
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ions just above the antenna have a higher density of energetic ions. The
antenna limiters are thus implicated as the gyroradius limiting surface.

The 100 kilowatt case is quite sensitive to parameters affecting
fueling. Consequently, a detailed examination of this case is in order.
This 100 kW RF heated plasma has the edge ion temperature just
below the gyroradius limit. The limiter is then the large area, gas
loaded nose wall. The ions hitting this wall have the maximum epergy
possible. More energetic ions hit the antenna limiter with much less
gas adsorbed on its surface. Thus, this case represents the maxzimum
possible neutral gas fux into the plasma.

The measured density and electron temperature for this case
are shown in Figure 10 The enormous refluz is sufficient to increase the
density at 6 milliseconds. It is instructive to consider a simple analysis
®f the energy budget for this case. The density remains approximately
constant for the majority of the RF heating interval. Approximating
the density behavior as dn/dt == 0, the jonization rate is easily cal-
culated. If the particle transport dependencies are the same as the
gun only case, the particle confinement time is about 4 milliseconds.
Since the density remains about constant, each particle lost must be
replaced. This implies a fueling rate for the entire plasma of 6.3 x 10%!
particles/second.

Fueling is quite inefficient at these low electron temperatures.

The total power required for fueling is estimated by following the
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processes involved in making an ion from wall desorbed Hy. The Ho
molecules leave the wall at the wall's thermal energy. As they transit
the EmmEmu.nw% thermalize, acquiring about 5 eV. The mean free path
for dissociation in this case is 18 cm, or about twice the bridge scale
length. When averaged over regions, half the desorbed Hy transits the
entire plasma, and hits a wall. About half of those reflect back into
the plasma at reduced energy. Overall, about 8 eV is used thermalizing
H,. Hy radiates before dissociating, removing 10 eV from the plasma.
After dissociating, the two H® atoms radiate as well. HHm uses an
additional 30 eV. On average owm.oﬂ. the two H® atoms is lost to the
wall. 85% of these carry their 10 eV thermal energy, and 15% charge
exchange in the hot edge plasma meoﬂ.ww 170 V. Thus the lost HC
atoms carry 33 eV to the walls. Finally, an jonization occurs using 13.6
eV, Thus the total energy required per ion added n.o the plasma is 94
eV. The observed fueling thus requires 95 Eﬂoﬂwﬁu..foﬁm that T, and
T; are roughly constant so the stored energy of the plasma is not used
to supply this energy. Further, the total stored energy is initially only
240 joules, oﬁm m#w of the energy nm@&_..mm. The estimates above show
fueling requires almost all the power that is input to the plasma. These
estimates assumed no other _o.mmmm. me_.mm mwn.wwwmw and impurity line
wm&wmou .nmasnm the power available for fueling. The low temperatures
keep these incidental losses at a minimum, but also increase the energy

per ionization for fueling {radiation requires excitation by lower energy
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electrons than ifonization).

ZD cannot even approach holding the density constant with
transport parameters set to the gun-only cases, as expected. Several
possibilities for resolving the dilemma are: ) the plasma tramsport is
reduced due to RF, b) rate coefficients are in error, or, ¢) processes
not yet considered enhance the fueling efficiency.

ZD uses an extensively studied two-component transport depen-
dence.® The diffusion coefficient is the sum of classical sealing and vor-
tex scaling terms. The vortex diffusion term uses an effective turbulence
temperature of 2.5 X 10* eV. The value of the classical scaling com-
ponent of the diffusion coefficient is taken as 15 times the classical value.
The factor of 15 corresponds to the usual factor of 10 for gup-injected
plasmas® when actual density scale lengths are taken into account. It
was found that reducing the classical anomaly factor to 2 to 5 produces
the best match between ZD and the data.

The mechanism responsible for anomalous classical scaling par- |
ticle transport is not understood. One can speculate that RF destroys
the coherence of collective effects enhancing transport. Large ion gyro-
radii, and a sheared toroidal plasma fiow due to both spatial variation of
T; and radial electric fields caused by gyrolimited ions would be effective
at shorting out potentials supporting drift waves. Such considerations
are well beyond the scope of this study. Further, the confidence in the

conclusion that reduced transport is respensible for enhanced fueling is



183

subject to question.

The second possibility for inereased fueling was error in rate
coeflicients. The strong fueling makes ZD quite sensitive to the hydrogen
rate coefficients. With T, near 10 eV the Maxwellian averages heavily
weight the threshold region of the cross sections. Recent studies indi-
cate a possible 60% error in accepted cross sections for atomic hydrogen
near threshold, and factor of 2 errors for Hp.* While existing data
and theory match reasonably well for these rate coefficients,® such
measurements are dificult and hotly debated.® Since the issue cannpot
be resolved without more accurate rate coefficients, the question will be
ieft hanging with the often repeated lament that plasma modeling
demands better atomic data.

Finally, could enhanced fueling be due to processes not yet
considered? One such possibility is ion induced or enhanced Hy dis-
sociation. A cursory search of the literature and imquiries to several
physicists studying molecular hydrogen yielded no references. Classical-

ly, ions would be expected to be quite effective at inducing vibrational

excitation and dissociation in moleenlar Hp. The heavy ion should be .

guite effective in coupling momentum to the nuclei of the molecule.
Vibrational states of homonuclear molecules have long lifetimes {107
sec). Electron induced dissociation of vibrationally excited molecules
can be 3 factor of 2 larger than for the ground state.® Ion induced

dissociation is both epergetically possible, and classically has a larger
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cross section than for electrons due to the close maich of momentum.

At 10 eV electron induced vibrational excitation of Ho has 2
rate coefficient” of about 1 X 10~° cm®sec™!. The hot ions have
velocities of 4 eV electrons, whick will contribute an additional 2 x
10~® em3sec™?. (This ignores possible enhancements to vibrational
excitation by ions due to small impact parameter collisions.) The total
vibrational excitation rate of 3 x 10™% cm®sec™! is one third of the
dissociation rate.® Clearly a more complete study is called for as the
above only considers one initial rotor state, and a single final vibrational
state.

mm_. dissociation at energies below 15 eV is known to be strongly
dependent on vibrational state.® Data used in ZD assumed v = 0
whereas Franck-Condon factors make v = 3 the most probable final
state for molecular ionization.® Below 10 eV this can increase the rate
coefficient by three orders of magnitude® It is observed that since
mﬂ. is magnpetically confined, its lifetime in the plasma is a particle
confinement time. Hence the error in fueling rate will depend on
other rates for destruction of Hy . For the 100 kW case, dissociative
recombination will dominate. Thus the errors in vibrational state of
H shift the Ho—HF —H+ 4HC® path to Ho—HF —2H°. This may
halve the fueling efficiency, but only below about 15 eV.

The anthor’s experience running thousands of simulation cases

indicates ZD underestimates Hy dissociation rates. Also, the rapid
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drop in T, and increase in HY density after RF shutoff imply reduced
plasma transport which returns to non-RF values when the RF is
removed. The complex initial behavior of the density correlates with
both T, approaching cross section Suzwwwoa epergies and hot edge ion
temperature increases. Further study of fueling at low femperatures
and particularly vibrational exzcitation effects on rate coefficients is

¢learly indicated.
High Power RF

At high powers (500 kW) the plasma behavior is no longer
dominated by fueling. The intense recycling of the 100 kW case is
eliminated because the antenna limiter quickly depletes its gas load.
The 25 to 40 eV electron temperatures result in several major changes in
the plasma behavior. The ion temperature decotples from the electrons.
Hydrogenic ionization is more efficient. Finally, impurity line radiation
becomes a substantial energy loss.

Figures 11 and 12 show the data and ZD’s results for electron
density and temperature. The initial drop in T, is due to the influx of
hydrogen and impurities by ion induced desorption. As the gas on the
limiter depletes, the gas’s influx is reduced lowering the power removed
from the electrons by radiation and ionization. 7, then rises. The peak
electron temperature is reached at the end of the RF pulse.

Late in the shot, the electron temperature is limited by im-
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purity iine radiation and reduced coupling to the iors due to reduced
density and elevated {emperatures. Charge exchange becomes more
important as T; rises, removing more energy per event.

The basic shape of T, with its initial decline is due to a deplet-
ing limiter. Well over a year was spent exploring alternative processes.
These included neutral gas flowing from the gun, successive refinements
in neutral transport and desorption and direct ohmic heating of electrons
by RF. The requirement for consistent behavior across RF powers and
detailed comparison of the entire data sets demonstrated these alterna-
tives to be unphysical,

The Hy density is a good indicator of the accuracy of the reflux
modeling. Figure 13 shows the relatively calibrated measured data
and the code results. One would expect the atomic hydrogen density
to show similar behavior. Figure 14 shows a comparison of code and
data for central region HY density. The large difference in peak to
10 millisecond ratic between the two is due to several effects. First,
the zero-dimensional nature of the code enforces a uniform deusity in
the central region. The data are taken at a single toroidal location
about a charge exchange mean free path toroidally away from the end
of the antenna. Also, the peutrals are modeled in only two regions.
‘While this appears adequate for modeling the major features affecting

confinement, it is clearly inadequate for detailed spectroscopic work on

HC.
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Transport of atomic hydrogen in the large central region is
dominated by charge exchange. To adequately treat H? transport
in the complex octupole geometry requires Monte Carlo techniques.
The computer time required for such an analysis is prohibitive. Such
detailed treatment is both unnecessary and in light of other accuracy
limitations unwarranted.

After the RT shuts off, the code indicates a much slower electron
cooling rate than is observed. This is easily understood in light of the
tower hydrogen densities the code generates late in the RF pulse. Small
increases in this density will dramatically increase the cooling rate as
the electron temperature drops. Note however that the initial cooling
rate on RF shut-off is too small. This directly implies the code has un-
derestimated the electron eooling rate, or overestimated the power
coupled to the electrons from the ions.

Late in time, as the density decays, the ion temperature rises
dramatically (Figure 18), and cools slowly after RF heating ends. Ex-
perimental deta do not show such effects. The measured, sustained
HC densities and roughly constant ion temperatures indicate a strong
feedback mechanism using charge exchange to limit ion temperatures.
Recall desorption is a strong function of impact energy, and is very
effective at producing gas at these energies.

Such a process is produced by the code when wall gas loads are

large, but the simple modeling of nentral transport results in substantial
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fueling. Once again, the limited treatment of spatial effects limits the
code’s accuraey. A very limited amount of spatially resolved data are
available. They offer a final demonstration of the severity of spatial
inhomogeneities for atomic hydrogen.

Figure 19 shows an angular scan of Hy intensity taken from a
port directly above the antenna. The antenna and the bridge region are
seen to kave enhanced hydrogen densities (assuming uniform electron
temperatures). Figure 20 shows the time evolution of Hz intensity at
several angles, and the results when the probe is located on the outside
wall viewing a ring through the bridge plasma. These data have been
normalized to the total path length viewed.

These data add confidence to the multiple limiter hypothesis.
As the ions heat early in time the HP® density is seen to shift from
the bridge to the central region. Dramatically enhanced bridge region
neutral densities are also confirmed.

With the interpretation of basic processes provided by the
code, the experimental data are easily understood. A comparison of
impurity charge states shows {Figures 15 and 16) a reasonable mateh
between code and data. The behavior of the bolometric data is shown
in Figure 17. Recall that a component of the Thinistor signal is due
to the incident neutral fux. This produces a larger signal for hotter,
RF heated plasmas compared to the filtered channeltron. The code

results show the total radiated power summed over all regions. As
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the heating power 1s raised, desorption in the bridge region causes
dramatically enhanced radiation in this volume. The Thinistor and
chanpeltron do not view this region which accounts for about half the
volume integrated radiated power. When these factors are taken into
account the data presented in Figure 17 are seen to be remarkably
consistant. The agreement between Thinistor, filtered channeltron, and
code results gives a great deal of confidence in the understanding of
impurity behavior.

Since the impurity lifetime is long compared to that of peutrals,
spatial inhomogeneities have time to smooth out. Note that impurity
jons are assumed to transport along with the entire plasma. This
eliminates the possibility of wildly different impurity transport.

In summary the high power cases are easily umnderstood in
terms of ap initial gas load due to depleting limiter gas loads. While
detailed modeling of atomic hydrogen presents difficulties, ZD is quite
successful in determining the basic mechanisms responsible for the
plasma’s behavior. Like the gun only case, interpretation is simplified
by the existence of discrete regimes of reflux rates. For high power RF
heated plasmas this characteristic gives independent parameter eontrol
of the code results. It is thus easy to match the code and data.

The confidence in the result of the code lie first in its limited
use to help interpret experimental data and second in the reasonable

counsistency of the free parameters aCTOSS a1l e10rmous range of heating

power.
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Figure 3: Measured relative Ha density evolution for gun only, 14 kW,
50 kW, 100 kW, 200 kW and 500 kW ICRF heating powers.
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Figure 4: Measured relative H® density evolution for gun only, 14 kW,
50 kW, 100 kW, 200 kW and 500 XW ICRF heating powers.
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Figure 8: Floating potential versus ¥ (fux coordinate) before and after
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Figure 9: Charge exchange ion temperature and power versus toroidal
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Figure 10: Kmmwﬁ.mm electron density and temperature evolution for
100 kW ICRF heating.
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Figure 11: Comparison of code and measured data for electron density

evolution at 500 XW ICRF heating power.
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Figure 12: Comparison of code and measured data for electron tem-

perature evolution at 500 kW ICRF heating power.
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Figure 13: Comparison of code and measured data for relative Hp

density evolution at 500 kW ICRF heating power.



=

[=2

o

=

=
. CODE
-
we
NB
L]
o
]
Loy
[t =]
s O
i
a
xz
>

=

2Zc

w

o4 DATA

L=

=

%08 2.00 oo .00 ___ 8.00 10.00 :

MSEC RFTER T

218

Figure 14: Comparison of code and measured data for relative ik

density evolution at 500 kW ICRF heating power.
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Figure 15: Normalized oxygen charge state distribution evolution measured
for 500 ¥W case, Data for each charge state is individually nor-

malized to a peak value of ope.
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Figure 16: Code results for oxygen charge state distribution evolution

for 500 KW case.
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As in Figure 15, data for each charge state



12.00

[=

=]

2

[=1

(4%

n‘wl
Jur
[
o2

] +6
Lt O._._ O
+

C o +3
S 0 "
& o¢ O
=
faad
©
o

[-+]

S

[=]

[~

%.eo Z.00 %.00 5.00 8. 00 10.00 _

MSEL AFTER 70

223

224
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S Figure 19: The measured Hp light at 1.5 milliseconds for a 500 kW
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m plane. Data are normalized to path length. The ring location
-1 is noted.
g
e
S
[=1
(=]
=B
8
% 50 2.00 4. 00 5.00 €.00 10.00  12.00  14.00

MSEL RFTER TG



230
229

Figure 20: The time evolution of Hj light at several angles, and across

5.00

the bridge ww%oww The data are normalized to path legnth.
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CHAPTER T

ONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK

The interpretation of experimentat data with the zid of detailed
global simulation codes yields a quantitative description of the processes
affecting particle and energy confinement. Zero dimensional modeling
with special trestment of severe inhomogeneities is adequate to reveal
the basic mechanisms responsible for the plasma behavior. ICRF heat-
ing produces dramatic changes in the characteristics of the plasma.
Analysis shows the puzzling behavior is due to an RF supported, aniso-
tropic, hot ion edge plasma and its effect on the plasma-wall interaction.

Gun alterglow plasmas have straightforward behavior. The
initially warm plasma briefly induces substantial reflux. The influx of .
neutral hydrogen and impurities rapidly cools the plasma. The behavior
of the measured neutral densities determines the energy threshold for |
desorption as 50 eV. The plasma then very slowly continues cooling.
The neutral atomic hydrogen density rises late in time. This is due to
the increasing particle refiection probability and field line movement.

As RF power is added reflux fuels the plasma. Very stable
equilibria are found due to the strong feedback the neutral influx has
on the ion temperature and desorption yields. The RF drives a hot edge
plasma tremendously enhancing reflux. At 100 kilowatts the huge fuel-

ing actually increases the density for part of the shot. Analysis of the
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energy balance required of such fueling using the best available atomic
rate coefficients leads one to conclude BE reduces the anomaly factor
for the classical component of particle transport and that vibrational
excitation of molecular species muwwﬁnmm” fueling eficiency.

At higher RF powers the hot edge ions become gyroradius
limited. The likely candidate for the limiter of these hot ions is the
sutenna limiter. This dramatically reduces the gas influx as the limiter
area available for desorption is reduced by a factor of 5. The desorption
of several monolayers of zas is sufficient to deplete the limiter gas load.

A prerequisite for determining msow subtle plasma-wall inter-
actions is 2 thorough understanding of a large number of processes
affecting confinement. The recycling of hydrogen must be known to
10% accuracy to achieve factor of 2 accuracy im the basic plasma
parameters. The evolution of impurity charge states is determined by
the electron temperature history. The success ZD has in matching ex-
perimental data across & wide range of plasma parameters is strong
evidence for the accuracy of the modeling of individual processes.

Suck global modeling gives one powerful new diagnostics. A
case in point is the use of the impurity charge state distribution as a
measure of the reflux to particle transport rate ratio. Another use is to
identify the characteristics affecting the interpretation of a diagnostic.
Meloculer hydrogen line radintion is seen fo be 2 reasonable measure

R R ] d g e ALad S

of the reflux rate.
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A fringe bepefit the use of modeling has is the abliity to quickly
test & proposed mechanism for reasonmableness. The experience gained
in extensive use of ZD> has led to a detalled grasp of the subtle interac-
tions between the plasma and surfaces. The author found the educa-
tional experience of using the code invaluable.

A substantial body of results has been left unmenticned to
avoid obscuring complex discussions. The successful treatment of im-
purity-electron interactions indicates that the most complex sections of
the code perform fawlessiy. The assumption that gettered walls do not
desorb vﬂﬁmamm is implicit in the treatment of desorption. Even slight
errors here would have emormous impact on the plasma. The varlous
coulomb collision processes as weil as the ion-neutral scatiering are aiso

seen to work well. The Marshall gun does not contribute significantly

_to either the impurity or neutral content of the plasma. Finally, the

various strategies for minimizing the computing time required redaced

_ the calculation required by three orders of magnitude. A full one-

dimensional simulation is computationally feasible.

One of the van_..wd. motivations of this study was to learn

~ how to improve the plasma mww.wB@aa_.m. This study confirms the long

recognized necessity for clean wall surfaces. A factor of two reduction in

desorbed impurities permits the plasma to durn through the impurity

P

T

barrier. This can be accomplished in the cclupole by getiering the

heavily bombarded walls in the bridge region. The limiters shounld be
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totaliy gettered, perpendicular to field lines, and located in the center of
the machine. This will reduce the ion induced desorption gas load ard
keep the peutrals away from the bridge region. Neutrals in the bridge
are appallingly efficient in recycling due to the huge loosely bound gas
reservoirs on the wall.

Several simple tests of the multiple limiter mechanism could be
performed. The antenna limiters are thin stainless steel. Thermocouples
near the upper edge would allow measurement of the heat deposited on
+he limiter. Since a {raction of a kilojoule is deposited on this limiter,
she temperatare rise would be substantial. (Perhaps this heating adds
thermally induced desorbed neutrals as well.)

Simple spatial scans of Lyman « (H° line radiation) in the
vicinity of the antenna would be very informative as well. Limiters
{even gas depleted limiters) will be a large source of neutrals. It should
be easy to verify the location of limiters with line integrated spectral
intensities. In a similar vein, a relative Emwma.nm of neutral density in
the bridge compared to the central region is possible.

Several muon.ﬂ.o«ao_.umn 3&&8 are clearly called for. First, some
indication of titanium mw_m radiation is m_qua_, necessary. This requires
extreme VUV instrumentation unavailable at the time of this study.
The hot edge ions may be causing sputtering. Ancther essential study
would be to get an indication of the Hy vibrational spectra. This

can be done by measuring the first electronic state band structure.
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Comparison of the band structure from the plasma with that of a
discharge tube would indicate any major shifts in vibrational level
populations. A thorough study of vibrational siate effects on mﬁ. rates
is also needed.

Finally, it is observed that the hot edge plasma and severe
velocity anisotropy are a major problem in terms of inducing refiuz.
The gyrolimited particles are probably a large energy loss as well. The
ideal solution is to move the resonance to a more collisional location.
One cannot, however, blindly reduce the oscillator frequency to place
the resonance deeper in the plasma. The attenuation of the RF electric
field and density profile must be considered o establish the optimum

resonance location.



