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Emily Lichko

Under the supervision of Professor Jan Egedal

At the University of Wisconsin-Madison

Abstract

Energetic particle generation is an important component of a variety of astrophysical systems,

from seed particle generation in shocks to the heating of the solar wind. Starting from the

drift kinetic equation, we have derived a magnetic pumping model, where particles are heated

by the largest scale turbulent fluctuations. We have shown that for a spatially-uniform flux

tube, this is an effective heating mechanism up to v ≤ ω/k, and naturally produces power-law

distributions like those observed in the solar wind, as verified by particle-in-cell simulations.

When this model is extended to a spatially-varying flux tube, magnetic trapping renders

magnetic pumping an effective Fermi heating process for particles with v � ω/k. To test this,

we used satellite observations of the strong, compressional magnetic fluctuations near the

Earth’s bow shock from the Magnetospheric MultiScale mission and found strong agreement

with our model. Given the ubiquity of such fluctuations in different astrophysical systems,

this mechanism has the potential to be transformative to our understanding of how the most

energetic particles in the universe are generated.
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Definitions

MHD Magnetohydrodynamics - a fluid model description of plasma dynamics

CGL Chew, Goldberger, and Low - a closure for the fluid equations that

assumes that there is zero heat flux (q = 0)

DSA Diffusive Shock Acceleration

PIC Particle-In-Cell - a method for performing kinetic simulations that

involves dividing the simulation domain into a set of smaller regions, or

"cells", then computing the electric and magnetic fields on the domains

of the cells, then updating the locations of the particles accordingly

VPIC Vector Particle-In-Cell - a kinetic plasma simulation code developed at

Los Alamos
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Chapter 1

Introduction and Motivation

How are superthermal power-law tails
generated throughout the universe? What are
the other heating mechanisms that have been

used to explain this phenomenon?

Throughout the universe, nonthermal distributions of electrons and ions are commonly

observed. This observation is not entirely surprising - space and astrophysical plasmas tend

to have low collisionality, so it follows that the distributions of the constituent particles should

deviate from Maxwellians, and reflect that fact that such plasmas are far from thermodynamic

equilibrium. A feature of these distributions that is not necessarily expected is the presence

of hot tails of the distribution that follow a power-law, i.e. f ∝ v−γ. Such distributions

are commonly observed in cosmic rays as well as galaxy clusters, as shown in Fig. 1.1(a)

and (b). There are many other space and astrophysical systems that exhibit such power-law

heating, a few examples of which, with a range of values given for their estimated power-law

indices, can be seen in Fig. 1.1(c), including interplanetary shocks, the Earth’s bow shock

and magnetosheath, and the solar wind. While we do not expect the distributions to be in

thermal equilibrium, determining the physical mechanism which heats these particles and

produces these specific, ubiquitous velocity signatures is still an open question, and is the

question that is at the heart of this thesis.

This thesis details a mechanism called magnetic pumping, which uses magnetic fluctuations
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to heat the plasma and naturally generate superthermal power-law distributions. The most

important result of this thesis is the extension of the magnetic pumping mechanism that

incorporates the effects of trapped and passing particles. It is this extension that allows

the heating of particles moving far faster than the wave speed, a regime where few other

heating mechanisms are applicable. Because of the ubiquity of magnetic fluctuations, we

think that magnetic pumping may play a role in heating particles across the universe. While

there are a wide variety of systems where this heating mechanisms is applicable, for the

purposes of this thesis we have focused on the heating of space plasmas, specifically the

problems of anomalous heating of the solar wind, where one would expect the solar wind to

cool adiabatically as it streams away from the Sun, but observations show that this is not

the case, and heating of the plasma preceding the Earth’s bow shock. These applications

were chosen in part because of the relative abundance of in situ observational data on these

superthermal power-law tails.

In the remainder of this introduction I will put magnetic pumping in context of the other

heating mechanisms believed to be at work for collisionless space and astrophysical plasmas.

Because this thesis focuses in particular on heating in the solar wind and directly prior to

the Earth’s bow shock, this section will focus in particular on mechanisms that are believed

to have a strong role there.

1.1 Potential heating mechanisms

Understanding the transport of energy in these space and astrophysical systems is a compli-

cated problem, involving competing processes of charged particles interacting with electric

and magnetic fields. For these distributions which are far from equilibrium, we often discuss

heating mechanisms as being either wave-particle or wave-wave interactions. Wave-particle

refers to mechanisms where the dominant mode of energy transfer is in-between the waves

and the particles, and wave-wave refers to those where the dominant mode of energy transfer

is between the magnetic or electric field fluctuations. For the purposes of this thesis a more
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Figure 1.1: (a) Plot of the halo of the Coma cluster of galaxies - an example of galaxy
clusters where hot, power-law tails ar observed. Here the x-ray emission is shown in color
and the radio synchrotron emission shown in the contours. This figure is reproduced from
Brown and Rudnick[1]. (b) Plot of the observed power-law of cosmic rays with data from a
number of observations, with the plot reproduced from the IceCube Collaboration[2]. (c)
Power-law indices for a number of observed electron distributions within the heliosphere.
This plot was reproduced from Oka, et al. [3].

helpful organizing question to differentiate between these heating mechanisms is ‘at what scale

does this heating mechanism inject energy into the plasma?’ This allows us to differentiate

between heating mechanisms where energy is injected at a particular velocity scale and those

that act on the entire distribution function. Two of the most common examples of heating

mechanisms that inject energy at a particular scale are heating through the turbulent cascade,

where energy travels from the largest scale fluctuations to progressively smaller fluctuations,

until the particles are ultimately heated at the kinetic scale, and resonant wave-particle

interactions, where only particles at a particular velocity are heated. Whereas a few common

examples of non-resonant heating mechanisms are magnetic reconnection [4], stochastic

acceleration, and Fermi-like heating processes.
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The reason this is such a helpful question is that it is very difficult to reproduce the

near-ubiquitous observations of power-law distributions of superthermal particles. However,

much of the work on a possible explanation for heating in the solar wind centers on resonant

processes as the primary heating mechanism, particularly resonant wave-particle interactions,

where energy is provided by the turbulence associated with propagating waves [5, 6, 7, 8, 9, 10].

The best know examples of these resonant wave-particle interactions are the Landau and

cyclotron resonances. In these models, particles are energized at the resonant velocities,

where vk cos Θ ' ω, with cos Θ = v · k/(vk), where v is the speed of the particle, ω is the

frequency of the wave, and k is the wavelength. Particle energization is then limited to

v ≤ ω/(k cos Θ). Superthermal electrons then require energization by waves with large phase

velocities, vp = ω/k, such as whistler waves [11]. However, in many systems, the energy

available in whistler waves has been found to be insufficient to explain the observed level of

electron energization. In a recent analysis using spacecraft data from the Magnetospheric

Multiscale (MMS) mission it was found that while whistlers are effective for pitch angle

scattering, the whistler bursts did not correlate well with electron energization [12]. Another

such method commonly used to explain the observed heating is a subclass of wave-particle

models developed for particles with cos Θ ' 0. In this case the energization schemes only

apply to a limited fraction of the overall electron population. While the models of wave-

particle interactions play a strong role in heating particles up to v ' ω/(k cos Θ), observations

often require energization beyond this limit.

While it is difficult to reproduce these superthermal power-law tails with a set of resonant

wave-particle interactions, such distributions are known to form in Fermi-like heating processes

where the energy gains of individual particles are proportional to their initial energies. One

such model which was able to provide an explanation for the observed power-law distribution

is a compressional pumping mechanism proposed by Fisk and Gloeckler [13, 14]. In their

model, particles are accelerated by random compressions driven by interplanetary wave

turbulence. The theory explores diffusion due to spatial non-uniformities and provides a

mechanism for redistributing particle energies to yield power-law distributions with the
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observed index of γ ∼ −5. Critically, we note that this process is energy neutral and operates

without a net transfer of energy from the driving turbulence to the particles. The model

is derived from the Parker equation, and the lack of energy transfer is directly related to

the fact that the distribution function, f(v), is isotropic in velocity space. In contrast to

this model, magnetic pumping includes the diffusion of anisotropic features that develop in

velocity space. This difference is important because it allows energy to be transferred to the

particles directly and efficiently from the turbulent fluctuations. This energy transfer means

that magnetic pumping, in contrast to the model developed by Fisk and Gloeckler, will not

just generate power-law distributions but also will heat the plasma.

1.2 Overview of the work presented in this thesis

The remainder of the thesis will detail work we have done investigating magnetic pumping.

Chapter 2 will be devoted to a description of how magnetic pumping works physically and

how the main results of this thesis fit into existing work. After that point, we will review the

major results in detail. Chapter 3 will go through the results of work on the 1D magnetic

pumping model, its verification using particle-in-cell (PIC) simulations, and its application to

heating in the solar wind, including its extension to include an approximation of the effects of

spatial variation along a flux tube. In Chapter 4 we will detail the most important elements

of the 2D magnetic pumping model and compare it to spacecraft observations. Chapter 5

will go through the derivation of the analytic model used in Chapter 4. Finally, in Chapter 6

we will review the conclusions of this work as well as some possibilities for future extensions

of this work.
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Chapter 2

Background and Connection to Other

Mechanisms

What is magnetic pumping? How do our results fit in with existing
work?

In this chapter we will start with an overview of the fundamental physics of magnetic

pumping. We begin by discussing adiabatic invariants and how the plasma responds to a

changing magnetic field in an infinite, spatially-uniform flux tube, then use this to obtain

physical intuition for how magnetic pumping works. The ultimate goal of this portion of the

chapter is both to gain a physical intuition for how magnetic pumping works and also to

understand the parameters that will determine when the mechanism is most effective, to

better recognize when it will play an important role in the energy transfer in a plasma.

Following this discussion of the magnetic pumping mechanism in a uniform flux tube,

we discuss how the introduction of spatial variation along the flux tube changes the heating

and energy transfer due to magnetic pumping. To the best of our knowledge the work in

this thesis is the first time the effects of spatial variation have been included in a model of

magnetic pumping. The goal the remainder of the chapter is to connect our assumptions

and results to existing work. The structure of the remaining two sections of this chapter

parallels the discussion of the main results in the remainder of the thesis. We start with an
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approximation of the effects of spatial variation. To do this we incorporate the effects of

thermal streaming, which has been used to capture kinetic effects in fluid closure models.

This approximation is followed by a more rigorous treatment of spatial variation along a

flux tube. For this more rigorous treatment we use a derivation very similar to quasilinear

theory, a framework commonly used to find the energization from wave-particle interactions.

While very similar in practice, our treatment violates some of the fundamental assumptions

of quasilinear theory, so it can be better thought of as an extension of quasilinear theory.

The main results and assumptions of the derivation are given in more detail in Chapter 4

and 5, but it is helpful to review the the fundamentals of quasilinear theory and how our

treatment deviates from the standard version of quasilinear theory.

2.1 Physical Explanation of Magnetic Pumping

To understand how magnetic pumping works in a physical sense we start by considering

the behavior of a plasma in an infinite, uniform flux tube, for which the magnetic moment,

µ = mv2
⊥/(2B), and the action, J =

∮
v‖dl, are conserved 1. The parallel and perpendicular

directions are defined with respect to the magnetic field. We consider an element of this flux

tube of length L and radius r. From the form of µ = mv2
⊥/(2B) ∼ T⊥/B we can see that

the perpendicular temperature is positively correlated with the magnetic field, T⊥ ∼ µB,

so if the magnetic field increases T⊥ will increase as well. For a uniform flux tube we know

that J =
∮
v‖dl = v‖L, so we can use this expression to find that the parallel temperature

is positively correlated with the length of the flux tube element, T‖ ∝ (J/L)2. From this

equation it is not immediately clear how a changing magnetic field will change the temperature

in the parallel direction. However, using the fact that the number of particles, N = n(πr2)L,

where n is the density, and the magnetic flux, φ = B(πr2) are conserved, we can find a

relationship for how the length of the flux tube element varies with a changing magnetic field.
1This analysis can easily be generalized to a relativistic system using the appropriate replacements for

the relativistic momenta and fields.
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By taking the ratio of the two conserved quantities we find N/φ = nL/B, so L ∝ B/n, and

when this length is increased the parallel temperature will decrease.

It is worth noting at this point that through our assumptions of an infinite, uniform flux

tube that undergoes motion such that the magnetic moment and action are conserved we

recover the Chew, Goldberger, and Low (CGL) [15] pressure relationship, namely

p‖ ∝ n3/B2, p⊥ ∝ nB . (2.1)

The CGL limit is a closure scheme for the moments of the fluid equation for well-magnetized

particles in a collisionless plasma. This closure assumes that there is no heat flux in the

system (q = 0), which is an assumption that should be applicable to an infinite, uniform,

double-adiabatic flux tube.

Now that we have these relationships for T‖ and T⊥ we can examine how the changing

magnetic field will affect the distribution function of the plasma. This process is detailed in

Fig. 2.1. If the magnetic field is increased the plasma will be heated in the perpendicular

direction and cooled in the parallel direction, with the reverse occurring if we decrease the

magnetic field. If we return to our original magnetic field amplitude, we will recover our

original distribution, and over the course of the cycle we will get no net heating.

However, we can consider the case where we increase the magnetic field as before, but

before we decrease it we apply some sort of isotropization mechanism - that could be Coulomb

collisions, thermal streaming, or scattering off of waves, as shown in Fig. 2.2. This will

redistribute f over the phase-space elements, so that when the magnetic field decreases we

will not recover our initial distribution function, and we’ll get net work from the positive work

done by the p⊥∇⊥ · v term averaged over the course of a cycle. This is the basic, physical

mechanism of magnetic pumping.

The amount of work done by magnetic pumping depends on a number of factors. From

Figs. 2.1 and 2.2 as well as our analysis for p⊥ above, we can see that the amount that

the distribution function is heated in the perpendicular direction when the magnetic field is
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Figure 2.1: This cartoon demonstrates how the velocity distribution function and the magnetic
flux tube deforms under the effects of a changing magnetic field. The initial distribution
function is shown at the top of the figure. The second row shows the effects of increasing
the magnetic field. As discussed in the text, the distribution function is heated in the
perpendicular direction and cooled in the parallel direction. The flux tube increases in length
and decreases in area. The third row shows the results for a decrease in magnetic field, where
the effects are the opposite as in the second row.

increased is dependent on how much the magnetic field is increased, i.e. ∆B/B0. When the

distribution is redistributed over the phase-space elements a higher amount of initial heating,

or a larger magnetic field perturbation, will lead to more work over the course of the cycle.

If we examine the plot of the distribution function as a function of energy, log10 f(E)
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in Fig. 2.2, we can glean further insight into the pumping mechanisms. The most obvious

result from this plot is that the overall amount of heating from magnetic pumping is directly

dependent on how many pumps the system undergoes - with more pumps corresponding to a

higher overall amount of energy transferred to the particles from the fluctuations. However,

we can see the suggestion of a more subtle aspect of magnetic pumping from this plot as

well. Specifically, we can see that the amount of heating is dependent on the particles’ initial

energy. If the amount of heating were independent of the initial energy, the shape of the

distribution function would not change and the whole distribution function would instead be

shifted to a higher energy. Instead, we see a decrease of the number of particles at low energy

and a commensurate increase of the particles at high energies, so the amount of heating per

particle is proportional to the particle’s initial energy.

An important physical aspect of magnetic pumping, and the way in which it differs from

other models2, is in the role of pressure anisotropy in relation to the fluctuating magnetic

field. In the case with no scattering the pressure anisotropy and magnetic field fluctuate in

sync and there is no net work. We can think of collisions as pushing the pressure anisotropy

out of phase with the magnetic field, where this phase difference between the fluctuating

magnetic field and the pressure anisotropy accounts for the net work over the course of the

cycle.

To get a better sense for what is happening physically we can consider a magnetosonic

wave. Assuming a background magnetic field, B0 = B0ẑ, and linear perturbations of the form

exp[−iωt+ ik · r], with E1+v1×B0 = 0 we can rewrite Faraday’s law, ∇×E1 = −(∂B1/∂t),

as
∂B1

∂t
= ∇× (v1 × B0) , (2.2)

from which we can obtain the expression

B1z = k⊥B0v1x

ω
. (2.3)

2Although not all models, notably [16] and [17]
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Figure 2.2: An illustration of the principles underlying magnetic pumping. The flux tubes on
the left hand side of the plot illustrate the deformations that occur in the flux tube as the
magnetic field, B, is enhanced (top) and reduced (bottom) in order to conserve the magnetic
flux, Φ = Bπr2, and the total number of particles, N = πr2nL. The distribution functions in
the center correspond to the steps in the cartoon version of the magnetic pumping cycle. The
first distribution on the top left corresponds to the initial distribution function, the second
corresponds to the distribution function after the magnetic field is increased, the third after a
scattering operator is applied, the fourth when the magnetic field is decreased, and the final
distribution is the result after the magnetic field is returned to its initial value. This final
distribution function then becomes the initial distribution function for the next cycle. The
results for the pitch-angle-averaged distribution function as a function of energy, log10 f(E),
over the course of ten pumps is shown in the plot on the far right. The initial distribution
function is denoted in red.

For a standing fast magnetosonic wave we find that the velocity and magnetic field vary as

vx = v1x
(
e−iωt+ik⊥x + e−iωt−ik⊥x

)
(2.4)

Bz = B0 +B1z
(
e−iωt+ik⊥x − e−iωt−ik⊥x

)
(2.5)

Here it is important to note that the sign of B1z depends on k⊥, explaining the relative phase

difference between vx and Bz. This phase difference can be seen more clearly by taking the
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Figure 2.3: (a-d) These plots show the direction and magnitude of the perpendicular velocity,
where v⊥ = vx, in arrows overlaid on the overall magnetic field in the z direction for various
points along the cycle. Points slightly off the maximum and minimum were chosen to more
easily ascertain which point in the cycle the plot corresponded to. (e) shows the magnetic
field in the z direction and (f) shows the velocity in the x direction. Both of these values
were taken at the point marked with the red circle in plots (a-d). (g) shows both the expected
perpendicular pressure for the the magnetosonic wave in black, as well as a cartoon of how
the perpendicular pressure would change if there was some sort of isotropizing process present
in red.

real part of this result,

vx = 2v1x cos(ωt) cos(kxx) (2.6)

Bz = B0 + 2B1z sin(ωt) sin(kxx) . (2.7)
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As we can see, the flow is perpendicular to the background magnetic field, as shown in Fig.

2.3. We start with an unperturbed magnetic field, and the appropriate velocity perturbation

for a compressional Alfvén wave with alternating areas of rarefaction and compression. In

the areas of compression, the velocity perturbation, v1, will compress the magnetic field until

the magnetic field can be compressed no more. At this point of maximum compression, the

velocity perturbation will go to zero. After that point the velocity perturbation will reverse

its previous direction, and the regions of compression will become regions of rarefaction until

the adjacent regions of compression can be compressed no more, at which point the cycle

will again reverse.

From this description it is clear that the magnetic field and the perpendicular velocity

perturbation are out of phase by a factor of π/2. From the CGL pressure relations we know

that the perpendicular pressure will oscillate with the magnetic field. So to obtain the amount

of expected heating we can integrate our energization term over the course of a pump cycle,

i.e. ∫ 2π

0
p⊥∇ · v⊥dt ∝

∫ 2π

0
sin(t) cos(t)dt = 0 . (2.8)

This makes sense if we recall the physical explanation of magnetic pumping, where if there is

no scattering, there is no heating.

If we add in scattering, however, as the pressure increases, more and more of the

perpendicular pressure will be scattered away so the pressure will start decreasing faster than

it would in the same system without scattering. This will cause a phase difference between

the velocity perturbation and the pressure, which we can see from our energization term will

lead to a net amount of heating,

∫ 2π

0
p⊥∇ · v⊥dt ∝

∫ 2π

0
sin(x) cos(x+ φ)dx = π sin(φ) (2.9)

that is dependent on the amount of scattering. From this form we can see that with no

phase difference, or no scattering, there is no heating. Similarly, in the limit where there is
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an infinite amount of scattering the distribution function will always be a Maxwellian, the

pressure anisotropy will approach zero, and there will be no heating.

The previous discussion is a very basic description of how magnetic pumping works, but

it does encapsulate some of the key elements of magnetic pumping, specifically that

1. The amount of heating is dependent on the strength of the magnetic perturbation

(∆B/B0).

2. The amount of heating is dependent on the amount of scattering.

3. The amount of heating is dependent on the number of pumps.

4. The amount of heating per particle is proportional to the particle’s initial energy,

leading to power-law distributions.

The last point is one of the most critical, as it is this ∆v ∼ v dependence in the heating

that naturally generates the power-law distributions. This type of heating is typically called

a Fermi process, after Fermi’s 1949 theory for the origin of cosmic rays[18]. The idea was

that cosmic rays would have random reflections with interstellar magnetic clouds. Energy is

gained during a head-on encounter with a cloud, and lost during an encounter with a trailing

cloud so if each type of collision were equally likely, there would be no net energization

of the plasma. However, it turns out that head-on collisions are more likely than trailing

collisions. For relativistic particles we get an average increase of energy per collision that

is second order in velocity, ∆E/E = 2(u/c)2, and when we calculate the spectrum using

the diffusion-loss equation we get that the number of particles as a function of energy is a

power-law distribution, N(E) ∝ E−x, where x is dependent on the time between encounters,

or collisions, and the time that the cosmic ray spent in the system. The energy gains in this

model are second order O(v2/c2), but if the cosmic rays were to be trapped between two

clouds that were approaching each other, then every encounter would result in an increase of

energy and the acceleration mechanism would be much more efficient, becoming a first order

process, O(v/c). This very behavior is seen in diffusive shock acceleration (DSA), where
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particles bounce off magnetic fluctuations upstream and downstream of the shock front,

leading to multiple shock crossings and naturally generating power laws. While a different

physical mechanism, because of the first-order velocity dependence of the energization and

the power-law generation, we refer to magnetic pumping as a first-order Fermi process.

Magnetic pumping is not a newly discovered heating mechanism - it was first proposed

by Hannes Alfvén in 1950 as a possible way to explain observations of cosmic rays [19]. The

idea was further investigated as a possible heating mechanism for fusion plasmas[20, 21]. It

was abandoned in favor of other mechanisms, such as radio-frequency heating, that yielded

better heating rates. To the best of our knowledge, our work is the first time it has been

applied to explain heating in the solar wind, although it has been discussed as a possibility

in other space and astrophysical plasmas[22].

Historically speaking, one of the reasons magnetic pumping did not get more attention

is because of the low overall heating rate. From our basic physical model we can see why

this might be an issue. We know that the amount of heating is dependent on the amount of

scattering. From our initial description of magnetic pumping we know that in the limit of

no scattering there’s no heating and most space and astrophysical systems have extremely

low levels of Coulomb collisions. For example, during a typical transit from the Sun to the

Earth a particle will undergo on average one collision. For fusion systems its implementation

was hindered by the difficulty of squeezing the toroidal field in tokamaks. However, in a

field-reversed configuration (FRC) there is no toroidal field, so it is feasible to perturb the

plasma enough to obtain reasonable levels of magnetic pumping. This fact, combined with

the built-in scattering in the non-adiabatic orbits, make magnetic pumping a candidate for

heating fusion plasmas in FRCs [23].

2.2 Importance of spatial variation

The major contribution of the work detailed in this thesis, beyond applying the mechanism

to novel space and astrophysical systems, is in adding in the effects of spatial variation along
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the flux tube into the magnetic pumping mechanism. We have used two different methods of

incorporating the spatial variation into the magnetic pumping model. The first is a more

approximate version of incorporating some elements of spatial variation along a flux tube,

specifically the effects of thermal streaming. Everything we’ve discussed up to this point

has been for an infinite, uniform flux tube. If there were spatial variation along this tube

then by definition there would be areas where ∆B/B0 was higher, and creating localized

areas where the pressure anisotropy would be higher. The particles will stream away from

these regions at their speed, v, isotropizing the plasma at a much faster rate than the level

of isotropization from Coulomb collisions, because for parameters relevant to collisionless

space plasmas the rate of isotropization from Coulomb collisions is incredibly low. For this

approximate version of incorporating 2D physics into the 1D model, we use the same 1D

model, but create a new effective scattering rate that encapsulates the rate of isotropization

from thermal streaming, νeff = v/L, where L is the spatial extent of the perturbation.

Before we review how this connects to existing research it is helpful to review how to

capture the behavior of a collisionless, well-magnetized plasma in different regimes. We’ve

mentioned the CGL limit, where for well-magnetized particles in a collisionless plasma we

obtain the relationship for how the parallel and perpendicular pressures evolve when the

heat flux vanishes (q = 0). In general, however, we know that plasmas have finite heat fluxes.

In a collisional plasma the parallel heat flux is well modeled by q‖ = −κ‖∇‖T [24]. Taken

in the limit of collisionless plasmas, this scaling implies an infinitely high heat conduction,

which leads to the Boltzmann limit where the plasma is isothermal along field lines.

The validity of these two limits rests on how fast the fluctuations vary compared to

the thermal speed of the particles, or in other words how the time scale of the fluctuations

compare to the transit time of a particle through the perturbation, ω/k‖ compared to vth.

The CGL closure is valid in the limit where the phase speed of the fluctuations is much

greater than the thermal speed of the particles, ω/k‖ � vth. In this limit the scale of the

perturbation, 1/k‖ is much greater than the distance a particle moving at the thermal speed

can travel during the time of a fluctuation, vth/ω, so the particle experiences the full temporal
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evolution of the fluctuation with relatively little spatial variation, the exact circumstances

that one would experience in a uniform flux tube. The Boltzmann limit occurs under the

opposite circumstances, where ω/k‖ � vth. In this limit the particles are moving so fast

relative to the speed of the fluctuations that phase mixing gets rid of all the anisotropy and

the plasma becomes isothermal along the field lines.

However, in real systems we know that heat fluxes are finite, usually neither zero nor

infinite, and the temporal scale of fluctuations compared to the transit time of a particle is

often in neither of those two extreme limits. To fully capture the behavior of the plasma in

realistic circumstances we can use the kinetic equation. However, both for the computational

benefits, as well as the additional insight into the underlying physics it is useful to find a set

of a finite number of velocity moments of the kinetic equation that captures the behavior of

the plasma.

A well-known approach, and the one that is most relevant to our extension of the 1D

pumping model, is the Landau closure originally developed by Hammett and Perkins [25] and

extended by Snyder et al., Ng et al., and others [26, 27]. These closures capture the effects of

phase mixing as well as Landau damping. By using these closures we recover the the CGL

limit for perturbations with ω/(k‖vth)� 1, and the Boltzmann limit when ω/(k‖vth)� 1,

and a good approximation of the plasma behavior in the intermediate regime. These closures

use a heat flux of the form

q̃k = −n0χ1

√
2vth

k
ikT̃k , (2.10)

where T̃ = (p̃− T0ñ)/n0 is the perturbed temperature and χ1 is a dimensionless coefficient.

This heat flux closure is equivalent to our incorporation of thermal streaming. The heat flux

closure form implies that the heat flux goes as the temperature of the plasma over the size of

the perturbation, T̃kk, which accounts for the effects of thermal streaming.

Something neglected in these closure methods are the effects of trapped particles, which

can occur in the spatial variations along the flux tube. We would expect these trapped

and passing particles to play a strong role in the evolution of the plasma. An example of
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the importance of including trapping can be found in magnetic reconnection literature. As

described in Lê et al. [28], as flux tubes travel into the magnetic reconnection region, the

magnetic field decreases, and they deform such that the electron population splits into a

population of trapped particles and a population of passing particles. This closure is based on

a solution of the drift kinetic equation in the limit of a fast electron transit time [28, 29, 30].

The model transitions between the Boltzmann response in the limit of small values of n/B

where the plasma is dominated by passing electrons to the CGL scalings in the limit of large

n/B where a majority of the electrons are trapped. It is important to note that this analysis

is performed for a monotonically changing magnetic field. When instead of a monotonically

changing magnetic field a fluctuating magnetic field in combination with pitch-angle mixing is

considered, there is additional physics that comes into play, specifically the effects of magnetic

pumping.

2.3 Relationship to quasilinear theory

One of the most significant results of this thesis comes when we include the effects of

magnetic trapping. The extension of the 1D magnetic pumping model to include the effects of

thermal streaming works well for the ions, but for the electrons the power-law portion of the

distribution function cuts off before it would even be detectable in spacecraft measurements.

When we include the fact that magnetic fluctuations can trap superthermal particles it turns

out we can heat particles moving far faster than the wave speed, a regime where few heating

mechanisms are effective.

To appreciate how the inclusion of magnetic trapping fits into existing research it is

important to understand how magnetic pumping relates to heating through resonant heating

mechanisms, in particular Landau and transit-time damping. In our magnetic pumping

analysis the heating efficiency is derived by considering a standing wave for which wave-

particle resonances are unimportant. Thus, the resultant heating does not involve a specific

resonant velocity, as in Landau or transit-time damping where only particles with v‖ ' ω/k‖



19

are involved in the heating. With the standing wave being comprised of two oppositely

propagating compressional waves, the heating can be interpreted as a nonlinear interaction

between these two waves.

To better understand the derivation of magnetic pumping in 1D and how the 2D model

is a significant departure from existing work, it is helpful to review quasilinear theory and

Landau damping. When looking at oscillatory or damped modes in the plasma, to describe

the evolution of the plasma and the transfer of the energy it is often (although not always)

sufficient to use the linear approximation, where the perturbations are treated as extremely

small when compared to the unperturbed equilibrium distribution, allowing us to express

the evolution of the plasma in terms of a set of analytically tractable, homogeneous linear

equations. Because the perturbations are assumed to be so small when compared to the

equilibrium distribution, we can consider one wave at a time and ignore the nonlinear effects

that come from waves interacting with each other. However, for unstable, or growing, modes

this linear behavior must eventually break down as the amplitude of the mode cannot exhibit

the predicted exponential growth indefinitely and it becomes important to take into account

the effects of these nonlinear interactions.

Quasilinear theory is a convenient mathematical framework to describe the energy transfer

and evolution in plasmas in the regime where waves change the background distribution

function, but the departures from equilibrium are small enough that we assume that the

background distribution changes slowly relative to the timescale of the fluctuations. The most

common usage is in explaining the energy transfer and evolution in wave-particle interactions
3, where energy is transferred from the fluctuations in the plasma to particles moving at a

particular, resonant velocity, but it has also been used in the derivation of the small-scale
3As mentioned in the introduction, the other commonly discussed channels of nonlinear energy transfer

are wave-wave interactions, where the dominant mode of energy transfer is between fluctuations, as opposed
to between the fluctuations and the particles. If the wave amplitudes are large enough and the interactions
between different waves occur on a timescale on the order of or shorter than the constituent wave periods,
then we have entered the regime of strong turbulence [31]. Two classic examples of strong turbulence are
the Kolmogoroff treatment of homogeneous, isotropic fluid turbulence and the Goldreich-Sridhar theory
of small-scale Alfvén wave turbulence. Both of these energy channels, wave-wave interactions and strong
turbulence are outside of the scope of this thesis.
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dynamo field evolution[32], and in our derivation of 1D magnetic pumping.

Fundamental to quasilinear theory are two key assumptions

1. The amplitude of perturbations in the plasma are small compared to the unperturbed

plasma equilibrium (δB � B0 and δf � f0).

2. A broad enough spectrum of waves is assumed such that phase-sensitive effects will

disappear.

Our work represents two major, related, departures from the standard quasilinear treat-

ment. First, while we follow the blueprint of quasilinear theory we explicitly disregard one of

the fundamental assumptions of quasilinear theory - that the distribution function will not

generate significant structure in phase space. In fact, the phase space structure that corre-

sponds to the trapped particle dynamics is integral to obtaining the heating and power-law

distribution generation in magnetic pumping for electrons. The reason we are able to do this

is the second major addition to the standard quasilinear approach - working specifically in the

limit that the bounce time, τb, is much smaller than the time scales associated with the waves.

In this limit, the particle orbits are well-described by the magnetic moment, µ, and the total

energy, U = E − eφ, as well as the parallel action variable J =
∮
v‖dl. We also only consider

particles moving with energies high enough that the v×B term dominates the Lorentz force,

allowing us to use µ and E to characterize the particle orbits. The multiple time-scale method

tells us that the distributions must be constant along these orbits. This allows us to integrate

along the full “perturbed" orbits, as opposed to the unperturbed orbits as is usually done in

quasilinear theory, and include the effects of trapped and passing particles in our analysis.

To see in more detail how our work compares to quasilinear theory it is helpful to go

through the quasilinear approach to Landau and transit-time damping and discuss how this

compares to our magnetic pumping analysis. The standard derivation of Landau damping

starts with the 1D kinetic equation

∂f

∂t
+ v

∂f

∂x
− eE

m

∂f

∂v
= 0 (2.11)
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Figure 2.4: Cartoon of a flux tube and a set of trapped (magenta) and passing (black) orbits.
The black and magenta orbits are both perturbed orbits, while the green dashed line denotes
the field line of the unperturbed orbit used in earlier analyses.

which is linearized by writing the distribution function and electric field as

f(x, v, t) = f0(v) + f1(v) exp(−iωt+ ikx) (2.12)

E(x, t) = E exp(−iωt+ ikx) (2.13)

where f1 and E are small enough that second order cross terms are neglected. When we

input these linearized version of f(x, v, t) and E(x, t) into Eq. 2.11 and solve for f1 we can

obtain the expression

f1(v) = ieE

m

∂f0/∂v

ω − kv
. (2.14)

Here we can see that the perturbed portion of the distribution function is proportional

to some drive term times the velocity gradient of the background distribution function,

f1 ∝ (Drive) ∗ (∂f0/∂v), which is the form we will find for our magnetic pumping analysis

in Chapters 4 and 5, with the primary difference being that our drive term is different.

At this point, the standard quasilinear method makes the assumption that there is some

spectrum of waves present such that the microstructure of the particle orbits is destroyed,
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and the phase space structure in the distribution function is destroyed, allowing the use

of zeroth order trajectories. As mentioned before, we do not make this assumption in our

analysis.

Returning to the 1D Landau damping derivation, we can take Eq. 2.11, with our linearized

distribution function and electric field and average over a period we can obtain the equation

∂f0

∂t
= e

m

〈
E
∂f1

∂v

〉
. (2.15)

where 〈...〉 is the time average over the course of a period and many wavelengths4. Only

terms in E and f1 with the same k value will have non-zero contributions after the time

averaging, because all other terms will be oscillating and beat together at a finite frequency,

and will vanish when integrated over a given period.

We can use Eqs. 2.14 and 2.15 to find the evolution of the background distribution plasma

∂f0

∂t
= − e2

2m
∂

∂v

[
Im

(∑
k

|Ek|2
1

ωk − kv

)
∂f0

∂v

]
. (2.16)

This is the same process that we use to find the expression for the velocity diffusion from

magnetic pumping. Our equation for evolution of the background plasma that we obtain

also has the form ∂f0/∂t ∝ (∂/∂v)(〈(Drive)2〉 (∂f0/∂v)), although, again, our drive term is

different.

However, all of this analysis has been for Landau damping, where energy is transferred from

the fluctuating electric field to the plasma. It is well known that propagating magnetosonic
4. We note that we can recover the field-particle correlation detailed in the paper by Klein and Howes

[33] by multiplying Eq. 2.11 by mv2/2 to obtain an equation for the evolution of the phase-space energy
density, w = mv2f ,

∂w

∂t
= −mv

3

2
∂f1

∂x
− ev2

2
∂f0

∂v
E(x, t)− ev2

2
∂f1

∂v
E(x, t).

Using the same method as was just described in the text, this equation can be averaged over the fluctuation
parts of the distribution function to obtain an equation for the transfer of energy in phase-space as a function
of time

∂w

∂t
=
〈
ev2

2
∂f1

∂v

〉
.
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waves are subject to transit-time damping, and Stix [34] showed that transit-time damping

is equivalent to Landau damping. In particular, Stix noted the similarity between the

guiding-center equations of motion for a particle in an electric field and that in a magnetic

field

m
dv

dt
= qE (2.17)

m
∂v‖
∂t

= −µb̂ · ∇ |B| . (2.18)

Given the similarities of the equations of motion we can see that to derive f1 or ñ for

transit-time damping, all we have to do is replace e with µ and E = ∇φ with b̂ · ∇ |B|. This

gives us the equations

f1 = iµ |B|
m

∂f0/∂v− ‖
ω − kv− ‖

(2.19)

ñ = iµ |B|
m

 n

kv2
th

− iπ ∂f0

∂v‖

∣∣∣∣∣
v‖=ω/k

 (2.20)

In the above example of transit-time damping Eq. 2.20 is used to obtain the dispersion

relation and damping rate of the magnetosonic wave. The result for the perturbed distribution

f1 may then be applied in a quasilinear diffusion analysis (as in Eq. 2.15) to obtained a

diffusion equation for the back ground distribution (leading to diffusion and heating around

the resonance velocity v‖ = ω/k), at a level that is consistent with the damping rate.

Meanwhile, in the present analysis of magnetic pumping we assume a standing magnetic

perturbation caused by some wave activity, and carry out an analysis similar to that of quasi

linear diffusion in Eq. 2.15. This analysis reveals heating terms not included in Landau

damping. Thus, our present work is not concerned with the dispersion relation of the involved

waves, although, our derived heating could easily be translated into additional damping for,

say, a standing magnetosonic wave.
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Chapter 3

1D Model

How does the 1D magnetic pumping model, and its extension to
include thermal streaming, work? How can it be used to explain

heating in the solar wind?

The results in this chapter will focus on superthermal particles heated by magnetic

pumping in the solar wind. The majority of the work presented is this chapter has been

published in Lichko (2017) [35].

3.1 Introduction

One of the first hints that there was an outflowing streaming of charged particles from the

Sun to the Earth occurred in 1859 when Richard Carrington and Richard Hodgson observed

what we now know to be a solar flare, which was followed roughly 18 hours later by one of the

largest recorded geomagnetic storms on record, known as the Carrington event1. Carrington

believed there to be a connection between the two events, however, it was decades later,

after work done by Birkeland, Lindemann, Chapman, and Biermann towards the existence of
1During the Carrington event, auroras were seen as far south as Colombia[36] and the light of the auroras

in the northeastern United States were so bright that people could read newspaper print by their light.
Telegraph systems failed throughout Europe and North America, some to spectacular effect. However, some
telegraph operators were able to continue sending messages even after they had disconnected their power
supplies[37].
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‘corpuscular radiation’ coming from the Sun that the current picture of the solar wind was

postulated by Eugene Parker in 1958.

Two developments that were critical to Parker’s work were Biermann’s work on the tails

of comets and Chapman’s work on the properties of a gas at the temperature of the solar

corona. It had long been known that regardless of whether they are moving towards or away

from the Sun the tails of comets are always pointed away from the Sun. Biermann suggested

that there might be some sort of outflowing stream of particles coming from the Sun that

would cause this phenomenon. Since the 1930s it had become clear that the base of the

solar corona must be at an incredible temperature, roughly 106 degrees Kelvin. Chapman

calculated that a gas at this temperature must be an incredible heat conductor. Using both

these pieces of information, Parker showed that a static balance between the plasma pressure

and the magnetic field led to unphysical solutions, and that there needed to be an supersonic

stream of particles flowing outward from the Sun, which we call the solar wind.

The existence of the solar wind has been confirmed via spacecraft observations for many

years now. However, despite this there are a number of open questions about the solar wind,

many of which will be addressed by the Parker Solar Probe mission, which launched in

August of 2018. One of the most well known open questions in solar physics is one we’ve

already alluded to - the coronal heating problem. The surface of the sun is about 6000 K,

but over the course of only a few tens to hundreds of km the temperature jumps to over one

million degrees Kelvin, far faster than can be accounted for by diffusion alone. Determining

the source of this heating is an important part of Parker Solar Probe’s science mission, but

even beyond this point there is a discrepancy in the observed and predicted temperatures.

In the Parker spiral, as the plasma streams away from the Sun we would expect it to cool

adiabatically. As we can see from Fig. 3.1, this is not what is observed. Understanding the

additional heating mechanism that causes the plasma in the heliosphere outside of the corona

to be so much hotter than expected is the question that will be at the center of this section.

As mentioned in the introduction, there has been a great deal of work towards determining

the mechanism that is responsible for this additional heating. Most of the work on the subject
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Figure 3.1: Plot of temperature as a function of the distance to the sun in solar radii, RSun.
Temperature is taken from a prediction of a model presented in Cranmer 2012 [38]. Earth
cartoon is taken from [39].

has focused either on wave particle-interactions or the turbulent cascade. In both of these

categories the plasma is energized at a particular velocity scale, unlike magnetic pumping

which naturally generates superthermal power-law distributions like those observed in the

solar wind. We believe magnetic pumping is a complementary heating mechanism to these

wave-particle interactions and the turbulent cascade, but, as will be detailed in this chapter,

for realistic solar wind parameters magnetic pumping can account for a substantial amount

of the heating, suggesting that it is an important part of the heating process.

In this chapter we start by deriving the exact predictions for magnetic pumping in an

infinite, uniform flux tube, then verify these predictions using VPIC, a particle-in-cell (PIC)

code developed at Los Alamos National Laboratory. Once this model is derived and verified,

we then apply magnetic pumping to the problem of anomalous heating in the solar wind.

Because there are so few collisions in the solar wind, in order for magnetic pumping to be

physically relevant, we had to include some 2D physics into our 1D model, specifically the
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effects of thermal streaming. For physically relevant solar wind parameters, we can see that

for pessimistic parameters, magnetic pumping could account for a substantial amount of the

heating in the solar wind.

3.2 Detailed derivation of the model

We next proceed to derive an analytic model to explain the energization and demonstrate

that it matches the results from the kinetic simulations. To that end, we consider a periodic

flux tube with length l and radius r. The plasma within the flux tube is assumed to remain

uniform while r and l change slowly in time such that the magnetic moment µ = mv⊥/(2B)

of the particles is conserved. Furthermore, given the periodic boundary conditions, the action

integral J =
∮
v‖dl is also an adiabatic invariant provided that the length of the tube is not

changed significantly during a typical particle transit.

For this system, our first aim is to obtain a reduced drift kinetic equation, df/dt = 0,

where
d

dt
= ∂

∂t
+ dv2

⊥
dt

∂

∂v2
⊥

+ dv‖
dt

∂

∂v‖
, (3.1)

is the total time derivative along the particle trajectories. Note that given the assumption of

a uniform plasma the convective spatial derivative term (v · ∇) vanishes.

Assuming µ ∝ v⊥/B, J ∝ lv‖, Φ = Bπr2, and N = πr2nl, we use the conservation of

magnetic moment, action, and particle number to rewrite the above time derivative. For the

simple geometry considered, the drift kinetic equation df/dt = 0 simplifies to

∂f

∂t
+ Ḃ

B
v2
⊥
∂f

∂v2
⊥

+
(
ṅ

n
− Ḃ

B

)
v‖
∂f

∂v‖
= 0 . (3.2)

In this limit without scattering, we note that evolution equations for p‖ and p⊥ are readily

derived by calculating the v2
‖ and v2

⊥ moments of Eq. 3.2, which yields the CGL double

adiabatic scaling laws

p‖ ∝ n3/B2 , p⊥ ∝ nB . (3.3)
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In the following, we explore changes induced in f due to uniform perturbations of the flux

tube in conjunction with steady pitch angle diffusion limiting the development of pressure

anisotropy. Thus, we generalize our kinetic equation to include additional physical effects

df

dt
= νLf − c1f + c2fext , (3.4)

where L = (∂/∂ζ)(1− ζ2)(∂/∂ζ) is the Lorentz scattering operator, ζ = v‖/v is the cosine of

the pitch angle, and ν is a typical frequency for the scattering processes. The constants c1 and

c2 specify the rate of plasma losses and rate of incoming (external fext) plasma, respectively.

For the analysis below it is convenient to change variables from (v‖, v⊥) to (v, ζ). Eq. 3.4

then takes the form:

∂f

∂t
+R

(
P2(ζ)v∂f

∂v
+ 3

2ζ(1− ζ2)∂f
∂ζ

)
+ ṅ

3nv
∂f

∂v
= νLf − c1f + c2fext , (3.5)

where P2(ζ) is the second order Legendre Polynomial and R = 2
3
ṅ
n
− Ḃ

B
. We note that

d
dt

log
(
p‖
p⊥

)
= d

dt
log

(
n2

B3

)
= 3R, showing that R3 is proportional to the rate at which the

pressure anisotropy builds in the CGL system (the system with ν = c1 = c2 = 0).

To evaluate the efficiency by which the plasma is energized in the above framework, we

next consider periodic perturbations for the magnetic field and density. An approximate

solution to Eq. 3.5 can be obtained by expanding f in a series of Legendre polynomials

f(v, ζ, t) = ∑
j Pj(ζ)fj(v, t) where Pj is the jth order Legendre polynomial. The approach

provides a set of coupled differential equations, which we solve numerically, and a first order

approximation to the results. These two numerical solutions will then be compared to the

results of the kinetic simulations.

We still consider the uniform and periodic flux tube but now with imposed sinusoidal

temporal variations in density and magnetic field:

ṅ

n
= δn

n
iωeiωt ,

Ḃ

B
= δB

B
iωei(ωt+φB) ,
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R = iωδR eiωt , δR =
∣∣∣∣∣23 δnn − δB

B
eiφB

∣∣∣∣∣ .

Our aim is again to obtain a solution to Eq. 3.5. Given the periodic variations of the

drive, contrary to the analysis in [40] we do not need to impose an ordering involving ν, but

only require that δR� 1. By inserting the above expansion in pitch angle into Eq. 3.5 and

integrating over
∫ 1
−1 Pn(ζ)dζ, we obtain a set of coupled differential equations for an arbitrary

order of Legendre polynomial:

∂fn
∂t

+ n(n+ 1)νfn + ṅ

3nv
∂fn
∂v

+ 3
2R

[
n(n− 1)

(2n− 3)(2n− 1)v
∂fn−2

∂v
+
(

1
2n+ 1

[
(n+ 1)2

(2n+ 3) + n2

(2n− 1)

]
− 1

3

)
v
∂fn
∂v

+ (n+ 1)(n+ 2)
(2n+ 3)(2n+ 5)v

∂fn+2

∂v
− n(n− 1)(n− 2)

(2n− 3)(2n− 1)fn−2 + n(n+ 1)
(2n− 1)(2n+ 3)fn

+ (n+ 1)(n+ 2)(n+ 3)
(2n+ 3)(2n+ 5) fn+2

]
= 0 .

(3.6)

3.3 Deriving a Set of Coupled Differential Equations

to Arbitrary Order

In this section we will apply the appropriate manipulations and Legendre polynomial identities

to the drift-averaged kinetic equation to obtain a generalized set of coupled differential

equations that describe the evolution of the system to arbitrary order n. For this derivation

we will start with the equation for the 1D flux tube model from Section 3.2

∂f

∂t
+ ṅ

3nv
∂f

∂v
+R(t)

[
P2(ξ)v∂f

∂v
+ 3

2ξ(1− ξ
2)∂f
∂ξ

]
= νLf (3.7)
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where we recall that ξ = v‖/v, R =
∣∣∣ δB
B
− 2

3
δn
n

∣∣∣, and L = ∂
∂ξ

(1− ξ2) ∂
∂ξ

. We recall that P2(ξ)

is the second Legendre polynomial, where the first few Legendre polynomials are given by

P0(x) = 1 (3.8)

P1(x) = x (3.9)

P2(x) = 1
2(3x2 − 1) (3.10)

P3(x) = 1
2(5x3 − 3x) (3.11)

which we can rewrite in terms of the powers of x

1 = P0(x) (3.12)

x = P1(x) (3.13)

x2 = 1
3(2P2(x)− P0(x)) (3.14)

x3 = 1
5(2P3(x) + 3P1(x)) . (3.15)

As in the derivation in Section 3.2, we start by expanding the distribution function in

terms of Legendre polynomials,

f =
∑
n

fn(v, t)Pn(ξ) , (3.16)

which will then insert into Eq. 3.7 to yield the equation,

∂fn
∂t

Pn + ṅ

3nv
∂fn
∂v

Pn +R

[
P2(ξ)Pn(ξ)v∂fn

∂v
+ 3

2ξ(1− ξ
2)∂Pn
∂ξ

fn

]
= ν

∂

∂ξ
(1− ξ2)∂Pn

∂ξ
fn .

(3.17)

For this derivation we will need to use the orthogonality of the Legendre polynomials over

the interval (−1, 1) ∫ 1

−1
Pn(x)Pm(x)dx = 2

2n+ 1δmn (3.18)
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as well as the recurrence relations

(x2 − 1)dPn(x)
dx

= xnPn(x)− nPn−1(x) (3.19)

(2n+ 1)xPn(x) = (n+ 1)Pn+1(x) + nPn−1(x) . (3.20)

From the form of Eq. 3.17 it is clear that we will need to find P2Pn, ξ(1− ξ2)(dPn/dξ), and

(∂/∂ξ)(1− ξ2)(∂Pn/∂ξ). The latter is a commonly used expression that is known to have a

simple solution, i.e.
∂

∂ξ
(1− ξ2)∂Pn

∂ξ
= −n(n− 1)Pn . (3.21)

For the other expressions, a combination of Eq. 3.19 & 3.20 can be combined and with some

manipulations to obtain the necessary expressions

P1(ξ)Pn(ξ) = n+ 1
2n+ 1Pn+1(ξ) + n

2n+ 1Pn−1(ξ) (3.22)

P2(ξ)Pn(ξ) = 3
2

[
(n+ 1)(n+ 2)

(2n+ 1)(2n+ 3)Pn+2(ξ) + n(n− 1)
(2n+ 1)(2n− 1)Pn−2(ξ)

+
(

(n+ 1)2(2n− 1) + n2(2n+ 3)
(2n− 1)(2n+ 1)(2n+ 3) − 1

3

)
Pn(ξ)

] (3.23)

ξ(1− ξ2)dPn(ξ)
dξ

= n(n− 1)(n+ 1)
(2n− 1)(2n+ 1)Pn−2(ξ) + n(n+ 1)

(2n− 1)(2n+ 3)Pn(ξ)

− n(n+ 1)(n+ 2)
(2n+ 1)(2n+ 3)Pn+2(ξ) .

(3.24)

When we insert these expressions back into Eq. 3.17 we obtain the expression

∑
Pn(ξ)∂fn

∂t
+
∑

n(n+ 1)νPn(ξ)fn +
∑

Pn(ξ) ṅ3nv
∂fn
∂v

+ 3
2R

[∑ (n+ 1)(n+ 2)
(2n+ 1)(2n+ 3)Pn+2(ξ)v∂fn

∂v

+
∑(

(n+ 1)2(2n− 1) + n2(2n+ 3)
(2n− 1)(2n+ 1)(2n+ 3) −

∑ 1
3

)
Pnv

∂fn
∂v

+
∑ n(n− 1)

(2n− 1)(2n+ 1)Pn−2(ξ)v∂fn
∂v

+
∑ n(n− 1)(n+ 1)

(2n− 1)(2n+ 1)Pn−2(ξ)fn

+
∑ n(n+ 1)

(2n− 1)(2n+ 3)Pn(ξ)fn −
∑ n(n+ 1)(n+ 2)

(2n+ 1)(2n+ 3)Pn+2(ξ)fn
]

= 0

(3.25)
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We then adjust the indices to more easily collect terms of Pn(ξ)

∑
Pn(ξ)∂fn

∂t
+
∑

n(n+ 1)νPn(ξ)fn +
∑

Pn(ξ) ṅ3nv
∂fn
∂v

+ 3
2R

[∑ n(n− 1)
(2n− 3)(2n− 1)Pn(ξ)v∂fn−2

∂v

+
∑(

(n+ 1)2(2n− 1) + n2(2n+ 3)
(2n− 1)(2n+ 1)(2n+ 3) −

∑ 1
3

)
Pnv

∂fn
∂v

+
∑ (n+ 1)(n+ 2)

(2n+ 3)(2n+ 5)Pn(ξ)v∂fn+2

∂v
+
∑ (n+ 1)(n+ 2)(n+ 3)

(2n+ 3)(2n+ 5) Pn(ξ)fn+2

+
∑ n(n+ 1)

(2n− 1)(2n+ 3)Pn(ξ)fn −
∑ n(n− 1)(n− 2)

(2n− 3)(2n− 1)Pn(ξ)fn−2

]
= 0

(3.26)

It is at this point that we use the orthogonality condition shown in Eq. 3.18 to find the

nth order differential equation that describes the evolution of the distribution function.

∂fn
∂t

+ n(n+ 1)νfn + ṅ

3nv
∂fn
∂v

+ 3
2R

[
n(n− 1)

(2n− 3)(2n− 1)v
∂fn−2

∂v
+
(

(n+ 1)2(2n− 1) + n2(2n+ 3)
(2n− 1)(2n+ 1)(2n+ 3) − 1

3

)
v
∂fn
∂v

+ (n+ 1)(n+ 2)
(2n+ 3)(2n+ 5)v

∂fn+2

∂v
+ (n+ 1)(n+ 2)(n+ 3)

(2n+ 3)(2n+ 5) fn+2

+ n(n+ 1)
(2n− 1)(2n+ 3)fn −

n(n− 1)(n− 2)
(2n− 3)(2n− 1)fn−2

]
= 0

(3.27)

3.4 Solving the coupled differential equations

numerically

We can see that the equations we have just derived can be solved numerically to arbitrary

precision. However, the size of the n-th order part of the distribution function, fn falls off

quickly with n and for this system contributions beyond the second order in n were negligible.



33

Taken to second order, the coupled system of differential equations becomes:

∂f0

∂t
+ R

5

[
v
∂f2

∂v
+ 3f2

]
+ ṅ

3nv
∂f0

∂v
= 0 (3.28)

∂f2

∂t
+R

[
v
∂f0

∂v
+ 2

7v
∂f2

∂v
+ 3

7f2

]
+ ṅ

3nv
∂f2

∂v
= −6νf2 (3.29)

In the following comparisons with the results of the kinetic simulations, all numerical

solutions were taken to second order, truncating at the f2 equation, as further terms resulted

in negligible improvements in accuracy.

We were unable to find an analytic solution to Eq. 3.28 and 3.29, however it is possible

to find an analytic solution for the energy of the system in the limit where ν = 0. We start

by taking the second velocity moment of Eq. 3.28 and 3.29 to obtain

dE0(t)
dt

= 5
3
ṅ

n
(t)E0(t) + 2R(t)E2(t) (3.30)

dE2(t)
dt

= R(t)E2(t) +
(5

3
ṅ

n
(t) +R(t)

)
E2(t) (3.31)

where E0 = E = 6π
∫∞

0 f0v
4dv and E2 = 3(P‖ − P⊥) = (6π/5)

∫∞
0 f2v

4dv. We can rewrite

this expression, using the real parts of the time-dependent density and magnetic field (ṅ/n

and Ḃ/B), as

d

dt

E0

E2

 =

5
3ω

δn
n

sin(ωt) 2ωδR sin(ωt)

ωδR sin(ωt) ω
(

5
3
δn
n

+ δR
)

sin(ωt)


E0

E2

 , (3.32)

which we can represent as

du(t)
dt

= A(t)u(t), u(t0) = u0 . (3.33)

which has eigenvalues λ1(t) = ω(5/3(δn/n) − δR) sin(ωt) and λ2(t) = ω(5/3(δn/n) +
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2δR) sin(ωt), such that

A(t) = U−1

λ1(t) 0

0 λ2(t)

U = U−1Λ(t)U , where U =

−2 1

1 1

 . (3.34)

So we can rewrite the equation as

dw(t)
dt

= Λ(t)w(t) (3.35)

where w(t) = Uu(t). We can then use the Magnus expansion to get a closed form of the

solution, where

w(t) = exp(Ω(t, t0))w(t0), Ω(t) =
∞∑
k=1

Ωk(t), (3.36)

and

Ω1 =
∫ t

0
A(τ)dτ (3.37)

Ωn =
n−1∑
j=1

Bj

j!

∫ t

0
S(j)
n (τ)dτ, n ≥ 2 (3.38)

with the generating matrices given recursively through the equations

S(j)
n =

n−j∑
m=1

[Ωm, S
(j−1)
n−m ], 2 ≤ j ≤ n− 1, (3.39)

S(1)
n = [Ωn−1, A], S(n−1)

n = adn−1
Ω1 (Λ) (3.40)

where adkΩ is shorthand for an iterated commutator. The commutativity of the solution, i.e.

A(t1)A(t2) = A(t2)A(t1) for any pair of values t1 and t2, means that all terms beyond Ω1 are

zero. Using the initial conditions E0(t = 0) = E0 and E2(t = 0) = 0, a closed form solution

for the energy of the system with no scattering can be obtained,

E0(t) = E0 exp
((

5
3
δn

n
+ 1

2δR
)
β(t)

) [
cosh

(3
2δRβ(t)

)
− 1

3 sinh
(3

2δRβ(t)
)]

(3.41)
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β(t) = 1− cos(ωt). (3.42)

Despite what the form of the equation may suggest, the result is essentially sinusoidal, as

can be seen in the example in Fig. 3.2.

Figure 3.2: Plot of E0(t) as a function of time for δn/n = 0.3 and δB/B = 0.3 with E0 = 1.

In addition to the numerical solution to Eq. 3.6 we obtain an approximate solution by

assuming that each fn is comprised of a slowly varying component and a rapidly varying

component, denoted hereafter as:

fn = f sn(v, t) + f̃n(v)eiωt . (3.43)

Inserting this approximation into Eq. 3.6 and collecting terms proportional to P2(ζ)eiωt

we obtain the relation:

f̃2 = Kv
∂f s0
∂v

, K = −ωδR(ω + i6ν)
ω2 + 36ν2 . (3.44)

Eq. 3.44 shows how the P2-perturbation of the distribution develops and will, for finite

ν, be offset in phase from the drive oscillation in R, by the angle θ = arctan(6ν/ω). This

phase shift is important because when solving for f0 we obtain non-vanishing time averages

from the terms involving f̃2. Since E =
∫ 3

2v
2fd3v = 6π

∫
f0v

4dv, these non-vanishing terms

become the source of the energization. Using Eq. 3.44, an equation is obtained for the slowly

varying "background" distribution:
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∂f s0
∂t
− 3

5
ν(ωδR)2

ω2 + 36ν2
1
v2

∂

∂v
v4∂f

s
0

∂v
= −c1f0 + c2fext . (3.45)

Assuming that there is not a source of cold plasma (i.e. c2 = 0), the solutions to Eq. 3.45

then take the form:

f s0 ∝ vγ, γ = −3
2 −

√
9
4 + c1

G
, G = 3

5
ν(ωδR)2

ω2 + 36ν2 . (3.46)

In the limit of no net losses (i.e. c1 = 0), the exponent, γ, approaches -3. Thus, the heating

mechanism is more than adequate to account for the observations of f ∝ v−5 distributions

typically observed in the solar wind [13, 14].

Applying the results above we can also obtain an expression for how the energy of the

system evolves. To accomplish this we first consider the ν = 0 case, assuming f is truncated

at the f2 term:

E0(t) = E0(0)eκβ(t)[cosh(α(t))− 1
3 sinh(α(t))] , (3.47)

where κ = 5
3
δn
n

+ δR
2 , β(t) = 1− cos(ωt), and α(t) = 3

2δRβ(t). From the form of the above

equation, it is clear that E0(t) is essentially sinusoidal with no net energization. To find an

approximation to the energy with the all-important scattering included, we combine the

ν = 0 solution with an envelope obtained from the first order approximation.

To calculate this envelope, we use Eq. 3.45 to obtain the heating rate ∂E
∂t

. Taking G from

Eq. 3.46, for a Maxwellian f0 and assuming ν(v) is independent of v, we then find

∂E
∂t

= 3
2G

∫ ∞
0

v2 1
v2

∂

∂v

(
v4∂f0

∂v

)
4πv2dv = 10GE , . (3.48)

which gives us

E = e
6ν(ωδR)2

ω2+36ν2 t . (3.49)

We combine these two expressions to obtain a solution for the energy of the system for
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arbitrary ν that agrees with the simulations presented in the next section

E(t) = E0(t)e
6ν(ωδR)2

ω2+36ν2 t . (3.50)

3.5 Kinetic simulations

These predictions were tested using particle-in-cell (PIC) simulations performed with the the

VPIC (Vector Particle In Cell) code developed at Los Alamos National Laboratory [41, 42].

While PIC simulations are computationally expensive when compared to other simulation

methods such as fluid models they can capture kinetic physics that other simulation methods

cannot. VPIC in particular has been used to simulate kinetic plasma physics from magnetic

reconnection to laser-plasma interactions in remarkable detail. One of the things that sets

VPIC apart from other particle-in-cell codes is its speed and efficiency. In particular, VPIC is

designed to minimize data motion within and between micro-processors, as this data motion

is more time consuming than the computations themselves and the maximum speed of this

data motion is strictly limited by the speed of light.

Outside of its innovative algorithmic set-up, as detailed in the paper by Bowers, et al.

2008 [43], VPIC follows the same general workflow as most PIC codes. This workflow is

represented visually in Fig. 3.3. First, the simulation domain is subdivided into several

sections called cells. For each of the cells, the fields are computed along the edges of the cell

from the constituent particles of the cell. To accomplish this, VPIC solves the relativistic

Maxwell-Boltzmann equations in a linear background medium,

[
∂

∂t
+ γ−1u · ∇+ qs

ms

(
E + γ−1u × B

)
· ∇

]
fs = δ

δt

∣∣∣∣∣
coll
fs (3.51)

∂B
∂t

= −∇× E (3.52)
∂E
∂t

= ε−1∇× µ−1B− ε−1J− ε−1σE (3.53)

∇ ·B = 0 (3.54)
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∇ · E = ρ/ε (3.55)

where fs is the instantaneous phase-space distribution of species s, with qs being the charge

of species s, and ms being the mass of species s. Additionally, ε and µ here denote the

permittivity and permeability of the background plasma, σ is the background conductivity,

and γ =
√

1 + u2 is the relativistic factor.

Once the fields are found, the particles’ positions are updated based on the forces that

they experience from the fields, using the equations of motion

dr
dt

= cγ−1u (3.56)
du
dt

= qs
msc

[
E + cγ−1u × B

]
. (3.57)

After the particles’ positions are updated, the new currents for cell are calculated using the

expression

J =
∑
s

∫
duqscγ−1ufs . (3.58)

This current can then be used to find the electric and magnetic fields on the mesh, and the

entire process repeats until the simulation terminates.

While the δ/δt|collfs term can denote a variety of kinetic physics, including ionization

effects, for the simulations described in this work this term denotes the presence of a collision

operator for binary collisions. The VPIC simulations discussed in this work used a slightly

modified form of the Takizuka and Abe collision operator [44], implemented for VPIC by Bill

Daughton [45]. The traditional implementation of the Takizuka and Abe collision operator

selects particles within a certain radius of each other with a given probability and allows

them to ‘collide’, or exchange momentum with each other. It is a Monte Carlo method that

converges to a Boltzmann collision operator as the number of particles increases. Usually

the probability of any two particles ‘colliding’ within a given radius is velocity-dependent

in order to obtain the expected velocity-dependence of the scattering operator. However,
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in our implementation of this operator we have removed the velocity dependence to obtain

a scattering operator that acts more closely to that of a pitch-angle scattering operator as

opposed to the Boltzmann collision operator.

Figure 3.3: a) Cartoon representation of the simulation domain. The black lines denote the
edges of the cells, that the domain is divided into. The red dots represent the particles that
distributed across the domain, and evolved using the process described in b), where the fields
are computed along the edges of the cells, the fields are used to advance the position of the
particles, the updated particle positions are used to calculate a current, which is then used
to update the fields.

3.5.1 VPIC Results

Our initial set-up is a one-dimensional flux tube, as shown in Fig. 3.4(a). The domain is

doubly periodic and an external, periodically driven current is applied along two infinite

current sheets each located halfway between the mid-line and the top and bottom edge of

the simulation space. The oppositely directed current sheets cause flux tube expansions and

contractions as the current oscillates (as show in Fig. 3.4(b)). The background distribution

is given by a Maxwellian with uniform temperature, Te = Ti = T0 with the mass ratio given

by mi/me = 100. The simulations used a non-relativistic thermal speed vthe/c = 0.0707

and ωpe/Ωe0 = 1. Spatial scales are normalized by de, and our pumping frequency, ωpump, is

normalized by ωpe. In the simulations presented below we use ω = ωpump = 0.1 ωpe, where
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ωpump is referred to hereafter as ω. Our density and magnetic field fluctuations are normalized

by the initial density, n0 = 1, and background magnetic field, B0 = B0x̂ = 1, respectively.

For the purposes of this initial analysis, the scattering frequency, ν, is velocity-independent

and is implemented using the Takizuka and Abe Monte Carlo method employed to calculate

Coulomb collisions in VPIC [44, 45]. Only electron-ion collisions are included, so the energy

diffusion is minimal given the mass ratio. The 1D flux tube simulations were carried out

in VPIC for a variety of scattering frequencies. From Fig.3.4(d) it is clear that magnetic

pumping is increasing the temperature of the plasma. Furthermore, both the energization

and the phase difference between pressure anisotropy and magnetic field show a dependence

on scattering frequency, ν.

Using the approximate solution, we recall that the phase will be offset from the drive

oscillation in R by the angle θ = arctan(6ν/ω), which implies that for ν/ω ∈ (0,∞), then

θ ∈ (0, π). This can be used to reinforce the intuitive picture of Fig. 3.5(a).

Given the above results, we next compare the predictions of our analytic model with the

results from the kinetic simulations. The relationship between the relative energy evolution

(E/E(t = 0)) and the scattering frequency is shown in Fig. 3.5(a). Again there is good

agreement between the VPIC simulations and both the exact numerical results of our analytic

model as well as the results from the first order approximation. Based on the form of

Eq. 3.50, the scattering frequency that will maximize the energization is obtained, as shown

in Fig. 3.5(a). The analytic solutions and VPIC results all peak at this most efficient

frequency, further lending credence to the agreement between the models. Similarly, for the

phase difference between P‖/P⊥ and B there is a good agreement between the two analytic

solutions and the VPIC simulations, as in Fig. 3.5(b).

3.6 1D+ Model

For the solar wind, scattering is infrequent and the main isotropizing effect for the pressure

anisotropy is thermal streaming, for which we estimate νeff ∼ lpert/v. To verify this estimate
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Figure 3.4: (a) Representation of the simulation domain. The colored regions are where the
external current is applied. The width of the applied current region is increased 2.5x for
visualization purposes. The black circle represents the z-coordinate where the measurements
in (b-d) were obtained.(b) Plot of the magnetic field taken at z = 40de (c) Plot of the
pressure anisotropy taken at z = 40de for ν/ωpump = 0, 6.78E-2, 2.26E-1,and 6.78E-1. (See
legend in (d)) (d) Plot of temperature taken at z = 40de. Temperature measurements were
obtained by taking Te = tr(P )/(3ne). The solid lines are the absolute results and the dotted
lines are the average taken over one period.
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we set up a VPIC simulation using the same domain as the 1D simulations described above,

but with no magnetic fluctuations. We initialized the domain with a spatially dependent

anisotropy, as shown in Fig. 3.6(a), and observed the decay rate. The results of this for both

electrons and ions are shown in Fig. 3.6(b), where the decay rate matches our expectations

of νeff ∼ lpert/vth. We note that we expect to observe νeff ∼ lpert/vth here as opposed

to νeff ∼ lpert/v as this figure shows the decay rate for the entire distribution, for which

νeff ∼ lpert/v would average out to an observation of νeff ∼ lpert/vth. A similar phenomena

has been used in other models, such as in the fluid closure by [25]. The isotropization caused

by thermal streaming is much larger than that induced by pitch-angle scattering off waves

and Coulomb collisions.

Figure 3.6: (a) VPIC initial set-up for testing the parallel streaming. Black lines are field
lines of the background magnetic field. (b) Results from the VPIC simulations of streaming.

To estimate νeff for the solar wind we need to take into account the spatial anisotropy of

the fluctuations, i.e. that k⊥ � k‖ [46]. Because the particle streaming is restricted to be

along magnetic field lines, only the field-aligned parts of the perturbations are important, such

that νeff ∼ vk‖/2π ∼ v/lpert(k‖/k)/2π ∼ v/lpert(k‖/k⊥)/2π. Because the magnetic moment
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Figure 3.7: (a) Simulation domain for the 2D simulations. Notice that the current sheets
only stretch across one-fifth of the domain. (b) Log-log plot of the distribution function for
the 1D simulation. The level of heating is dependent on the scattering frequency, ν. (c)
Log-log plot of the distribution function for the 2D simulation. Note that the heating is now
independent of scattering frequency.

is conserved during streaming, the energization will now be in the parallel direction. The

parallel heating can be transferred to the perpendicular directions through standard scattering

mechanisms [47, 48]. However, in cases where scattering is sufficiently slow, the large scale

and slowly-varying background distribution may develop a significant anisotropy f s2 & f̃2. To

be investigated elsewhere, this will then introduce additional terms in Eq. 3.45 which will

help increase the effectiveness of the heating process beyond the examples considered here.

The role of parallel streaming can be tested directly in 2D kinetic simulations, but given

the numerical cost only for a limited number of pump cycles. As shown in Fig. 3.7, the

set-up is similar to that in Fig. 3.4(a), with the domain extended in the x direction, and the
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current sheets providing the oscillating magnetic perturbations only cover a portion of the

simulation domain. From Fig. 3.7(c), we can see that the heating is no longer dependent on

the scattering frequency, ν, as it was in the 1D simulations shown in Fig. 3.7(b). The thermal

streaming of electrons in and out of the pumping region acts as an effective scattering process,

dominating the applied scattering rates and leading to the expected increase in heating for

low values of ν.

3.7 Application to the solar wind

Figure 3.8: Numerical solution for the distribution function after many oscillations. Note
that the slope approaches the value commonly observed in the solar wind, γ = −3. In this
plot vth = 90 km/s.

To address heating over hundreds of pump cycles, we evolve Eq. 3.5 using parameters

relevant to ions in the solar wind. To generate the results in Fig. 3.8 a selection of frequencies

were randomly generated and their corresponding dB/B(ω) were taken from the spectra in

[49]. After every cycle a new randomly-generated frequency and corresponding dB/B(ω) was

chosen, so that every cycle the plasma would experience a new frequency, consistent with the

observation that fluctuations in MHD turbulence decohere after a single cycle. From [46]
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Fig. 7 we used k‖/k⊥ ∼ 8 when generating Fig. 3.8. Assuming a solar wind speed of 800 km/s,

we obtain an estimate of the total transit time from the Sun to the Earth. We further assume

that only 10% of the perturbations that the plasma experiences will be compressional. As

shown in Fig. 3.8, we obtain a power-law distribution out to two orders of magnitude in

velocity. In the model, the streaming rapidly dissipates the anisotropy at higher velocities,

causing the drop-off in the power-law in Fig. 3.8 for v > vwind(k⊥/k‖). While we observe a

power law extending about four orders of magnitude in E , work which will be detailed in

Chapters 4 and 5 suggests that the streaming can be reduced by trapping effects, extending

the power-law part of the distributions to even higher velocities, v � vwind(k⊥/k‖).
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Chapter 4

2D Model

How does the 2D magnetic pumping model work? How can it be used
to explain spacecraft observations of heating in the plasma preceding

the Earth’s bow shock?

4.1 Introduction

Superthermal populations of ions and electrons are abundant in a wide variety of astrophysical

systems throughout the universe, often with distributions characterized by energetic power-law

tails [3, 13]. However, the consensus on the physical mechanisms that heat these particles is

far from settled. While it is well known that plasma can be energized by waves, most theories

of wave-particle energization are only effective for heating particles moving at velocities

close to the phase velocity of the waves [50, 51]. We here present a new analysis of particle

heating by magnetic pumping. While previous work suggests that heating by pumping is only

effective up to the phase velocity of the wave [35], we show that the addition of magnetic

trapping of particle orbits renders pumping effective for heating particles moving far faster

than the wave speed. The mathematical treatment reveals the underlying Fermi mechanism

consistent with the formation of energetic power-law distributions.

Magnetic pumping is a mechanism where energy is transferred from magnetic fluctuations

to directly heat the plasma, bypassing the turbulent cascade [52, 53, 54]. Extensive prior

work has suggested that the mechanism is not effective for energizing superthermal particles.
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For example, in the seminal book on waves in plasmas by Stix, magnetic pumping by

compressional waves, related to transit-time damping [34], is shown to be a Landau damping

process, where heating is limited to particles moving at the magnetic-field-aligned phase

velocity of the wave considered, vp = ω/k‖. In the framework of quasilinear theory Landau

damping causes velocity diffusion limited to particles near the resonance velocity, v ∼ ω/k‖,

and is derived based on the standard procedure of integrating the plasma kinetic equations

along unperturbed particle trajectories.

While the present analysis also follows the approach of quasilinear diffusion, a key

difference is that the kinetic equation is integrated in the fast transit time limit[31] including

the full evolution of the electron orbits. When a standing wave geometry is considered, the

integration along the full orbits yields new, previously-neglected quasilinear terms. With

the inclusion of these terms magnetic trapping generates extensive particle energization,

applicable for electrons moving at high velocities, v � ω/k‖.

The effectiveness of pumping in the regime v � ω/k‖ is closely tied to the presence

of trapped electrons, an example of which is shown in Fig. 4.1. Over the course of each

pump cycle the trapped portion of the distribution function develops significant structure in

velocity space. The corresponding pressure anisotropy can be moderated by processes such

as pitch-angle-mixing or a limited confinement time of the electrons in the magnetic wells,

causing a phase delay between the perpendicular pressure, p⊥, and the flow perpendicular to

the magnetic field, u⊥. Given this phase delay, when averaged over a pump cycle, mechanical

work by p⊥∇⊥ ·u⊥ then becomes finite and is the source of the energy for the heating process.

The main result of our quasilinear analysis with trapped electron effects in the limit where

v � ω/k‖ is a velocity diffusion equation similar to that obtained by Lichko 2017[35] for the

opposite limit, v‖ � ω/k‖. More specifically, the slowly-varying background distribution f0

is governed by a diffusion equation of the form

∂f0

∂t
= 1
v2

∂

∂v

(
v2D

∂f0

∂v

)
, D = ωv2G

(
δB

B
, ν/ω

)
(4.1)
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Figure 4.1: Cartoon of a flux tube and a set of trapped (red) and passing (black) particle
orbits.

where G is independent of v, but is a function of the effective scattering frequency relative to

the frequency of the fluctuations, ν/ω, and the size of the magnetic perturbations relative

to the background magnetic field, δB/B. The result that D ∝ ωv2 is evidence of a Fermi

heating process with a diffusive step size proportional to the velocity, ∆v ∝ v.

Fundamentally, magnetic pumping is a nonlinear interaction between two oppositely-

propagating compressional waves, which is typically neglected in the derivation of quasilinear

diffusion. In the analysis mentioned above, the assumption of an isotropic background
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distribution was relaxed and nonlinear terms that beat with the applied perturbation

were included. However in this analysis, as well as many classic derivations of quasilinear

diffusion, only the zeroth-order trajectories of the particles where the orbits are assumed to

be unperturbed are considered, such as the trajectory shown by the black line in the inset to

Fig. 4.1. As will be shown in this chapter, when the perturbed orbits are included, such as

those shown in Fig. 4.1 which include the effects of trapped and passing orbits, magnetic

pumping can heat particles moving much faster than the wave speed, i.e. v >> ω/k‖. The

inclusion of trapping allows for pressure anisotropy to remain persistent in the trapped

particle population, thus allowing magnetic pumping to energize the particles.

4.2 MMS Observations

Below we will outline how Eq. 4.1 is obtained and provide an evaluation of G, a metric

of the effectiveness of the pumping process. Meanwhile, it is instructive to first consider

observations by the Magnetospheric Multiscale (MMS) mission in the region of the Earth’s

bow shock [55]. These observations served both as guidance and motivator of our analytic

model.

The MMS mission consists of four spacecraft flying in a tetrahedral formation around

the magnetosphere, as shown in the cartoon in Fig. 4.3. The leftmost red ellipse denotes the

orbit of MMS in Phase 1 of the mission, where the spacecraft observed magnetic reconnection

near the Earth’s dayside. Now the spacecraft are moving into Phase 2, denoted by the

rightmost red ellipse, which will allow data to be collected on magnetic reconnection in

the Earth’s magnetotail. The science mission of MMS is to resolve the microphysics of

magnetic reconnection, and to determine the kinetic processes that are responsible for

collisionless magnetic reconnection. Studying this regime required a significant upgrade in the

measurement of the velocity distribution function. Previous missions required the spacecraft

to undergo a full rotation in order to get a full 3D distribution function. Since the spacecraft

may only pass through a reconnection site for a fraction of a second, something much faster
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Figure 4.2: (a) Plot of the average magnetic field from MMS1 as a function of time. The
spacecraft starts in the solar wind and as time goes on approaches the Earth’s bow shock. (b)
Plot of the density from MMS1 as a function of time. (b) Plot of the observed temperature
(TObs. = Tr(P )/(3n)) from MMS1 as a function of time. (d) Plot of the observed temperature
as compared to the temperature expected from compressional heating alone (TAdiab. = n2/3).
(e) Pitch-angle-averaged distributions at the times denoted by the colored lines in (a-d). The
green dashed line denotes what the final distribution at the last point should look like if it
only underwent compressional heating from the yellow time point to the blue time point. All
of these time points are chosen to be upstream of the shock front itself.
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was needed to resolve the kinetic physics. In Fig. 4.3 we can see one of the MMS spacecraft

with the diagnostics that measure the distribution function. Each spacecraft has four sensors

are used to detect the electrons and another four for the ions, denoted in the picture above

as DES (Dual Electron Sensors) and DIS (Dual Ion Sensors), distributed evenly around the

spacecraft. Each sensor is made of two spectrometers whose field of view is separated by 45

degrees, each of which can scan through a 45-degree arc for a larger panorama. All together

the sensors can observe the entire sky. For reference, the box for each dual sensor and its

components is about the size of a small toaster oven. These sensors can combine to produce

a 3D distribution function every 30 milliseconds. The incredible detail in the velocity-space

distributions make MMS ideal not just for investigating magnetic reconnection, but also

kinetic processes in general, including magnetic pumping.

Figure 4.3: The leftmost diagram depicts the incoming solar wind, and the bow shock that
forms as the wind hits Earth’s magnetopause. The red ellipses denote the different orbits of
the spacecraft during the different phases of the MMS missions. This image was taken from
Burch, et al. 2016[55]. The first inset depicts the four MMS spacecraft, flying in a tetrahedral
formation, with the image reproduced from Amano 2016 [56]. The final inset shows a close-up
of one of the MMS spacecraft, with the different electron and ion distribution diagnostics
labeled, taken from NASA [57].
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Upstream of the shock front there are ripples, variations in the magnetic field itself, that

have been shown to be a source of electron acceleration, as well as other large-amplitude

magnetic field fluctuations[58, 59, 60, 61, 62]. An example of such fluctuations can be seen

in data from the MMS mission, taken as the four spacecraft crossed the Earth’s bow shock

on October 7th, 2015[63]. From the time histories of |B|, n, Tobs, and Tobs/Tadiabatic, as

shown in Fig. 4.2(a-d), it can be seen that despite the strong, compressional fluctuations the

temperature increase is greater than would be expected from compressional heating alone.

The pitch-angle-averaged distribution functions in these pre-shock fluctuations, as shown in

Fig. 4.2(e) for the times marked in Figs. 4.2(a-d), demonstrate energy transfer consistent

with a Fermi heating mechanism, where ∆v ∼ v.

4.3 Detailed derivation of the model

Because the formation of anisotropy in the electron distributions is fundamental to our

pumping model we start this analysis by demonstrating that the observed anisotropy is

consistent with electron trapping in a standing wave perturbation and is representative of

the perturbed distribution function driven during each pumping cycle. We consider the limit

where the bounce time, τb, is much smaller than the time scales associated with the waves.

In this limit “instantaneous" particle orbits are then described by the magnetic moment,

µ = mv2
⊥/(2B) and the total energy U = E − eΦ. Furthermore, we consider electron energies

larger than the electrostatic potential associated with the perturbations [64], such that the

v ×B part of the Lorentz force dominates the orbit motion. At each time point during the

magnetic pump cycle an instantaneous electron orbit is fully characterized by µ and E . In

turn, from the multiple time scale method[31, 65] the distribution must be constant along

these instantaneous orbits, reducing the dimensionality of the problem.

Starting with the drift kinetic equation[66] with pitch-angle mixing, i.e.

df

dt
= νLf, L = ∂

∂ξ
(1− ξ2) ∂

∂ξ
, ξ = v‖

(v2
‖ + v2

⊥)1/2 , (4.2)
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we then change variables from f(t, x, v⊥, v‖) = f(t, E , χ), where E = 1
2mv

2 and χ = Λ/(j2+Λ),

where Λ = µB0/E and j = J/(4vL) = 1/(vL)
∫ Lb

0 v‖dx with Lb denoting the bounce point.

Here E and χ are both constant of motion variables where χ is representative of v2
⊥/v

2 along

the instantaneous orbits.

The kinetic description applied in this work is limited to the superthermal particles

characterized by speeds, v, sufficiently large that the Lorentz force is dominated by the

magnetic term, i.e. vB � E. To be more specific, in our drift kinetic analysis we are concerned

with the parallel motion along the magnetic field, in general governed by forces due to the

parallel electric field and the magnetic mirror force. For plasma variations of scale length L, the

magnitude of these forces can be estimated as |e∇‖Φ| ' Te/L and |µ∇‖B| ' mv2δB/(2B0L),

and it follows that the superthermal limit requires v2 � v2
tB0/(δB), where vt is the electron

thermal speed and δB/B0 is the normalized magnetic fluctuation amplitude.

In the superthermal limit the description of the orbit motion is significantly simplified as the

value of v‖/v =
√

1− ΛB along an orbit is only dependent on Λ = µB0/E (and independent

of the electron energy E with the assumption E‖ = 0). This strongly simplifies the calculation

of the second adiabatic invariant J(v,Λ) because j = J/(4vL) is then a function of only Λ,

readily evaluated numerically for the slowly evolving magnetic perturbation considered, as

illustrated in Fig. 4.4, where

j(Λ, t) = 1
4L

∮ v‖
v
dl = 1

2L

∫ Lb

0

√
1− ΛB(t, x)dx . (4.3)

Given this calculation of j(Λ, t) over the course of a full pump cycle we can determine

Λ(χ, t) and in turn obtain j(χ, t) as shown in Fig. 4.4(c). This function is fundamental

to our analysis as it is related to the instantaneous rate of particle energization. Because

dJ/dt = d(vj)/dt = 0 it follows that j dv/dt+ v dj/dt = 0. Furthermore, as j = j(χ, t) and

dχ/dt = 0, we have dj/dt = ∂j/∂t|χ, such that v−1dv/dt = −j−1∂j/∂t|χ. We then obtain

the result implicit in Eq. 4.5 that
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dE
dt

∣∣∣∣∣
χ

= −EH, where H ≡ 2
j

∂j

∂t

∣∣∣∣∣
χ

. (4.4)

Using these new variables and following the approach of Montag et al. 2017[67], we obtain

an orbit-averaged form of Eq. 4.2

∂f

∂t
− H(t, χ)E ∂f

∂E

∣∣∣∣∣
χ,t

= ν 〈L〉x f (4.5)

whereH = (2/j)(∂j/∂t)|χ, 〈(...)〉x = 1/(τ̃bL)
∫ Lb

0 dx(...)/
√

1− Λ(B/B0) is the orbit-averaging

integral, and τ̃b = vτb/(4L) is the velocity-normalized bounce time.

As outlined above, our model is averaged over the fast electron orbit motion. Locally we

assume that the scattering process is described by the familiar Lorentz pitch-angle scattering

operator, L, which is then subject to orbit averaging [65, 31]. For this orbit averaging, it is

convenient to express L in terms of the constant of motion variable Λ. Starting with the

Lorentz pitch-angle scattering operator in terms of ξ = v‖/v,

L = 1
2
∂

∂ξ
(1− ξ2) ∂

∂ξ
(4.6)

we rewrite the scattering operator in terms of the new variables, Λ and E

L = mv‖B
2
0

E2B

∂

∂Λ

∣∣∣∣∣
E
µv‖

∂

∂Λ

∣∣∣∣∣
E
, v‖ =

√
2E(1− ΛB̃)/m (4.7)

which then takes the form

L =
( 2
B̃
− 3Λ

)
∂

∂Λ

∣∣∣∣∣
E

+ 2
B̃

Λ(1− ΛB̃) ∂2

∂Λ2

∣∣∣∣∣
E
. (4.8)

After averaging along the spatial dimension of the flux tube we then obtain the orbit-averaged



56

Figure 4.4: (a) Plot of the maximum magnetic field amplitude over the course of a fluctuation
for a maximum magnetic field of δB/B0 = 0.5 (b) Plot of j as a function of Λ over the
course of a fluctuation for the magnetic field in (a). (c) Plot of j(χ, t) normalized by j(χ, t0)
for the same fluctuation. (d) Plot of j(χ, t0).
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operator,

〈L〉x =
(

2
〈 1
B̃

〉
x
− 3Λ

)
∂

∂Λ

∣∣∣∣∣
E

+ 2Λ
(〈 1

B̃

〉
x
− Λ

)
∂2

∂Λ2

∣∣∣∣∣
E
,

(4.9)

where the definition of 〈(...)〉x is given just below Eq. 4.5.

In the limit of negligible scattering, ν = 0, we solve Eq. 4.5 numerically, assum-

ing an initial isotropic distribution and a standing wave magnetic field, B̃(x, t) = 1 −

(δB/B0) sin(ωt) cos
(
k‖x

)
. The resultant distribution functions are shown in Fig. 4.5(a-h)

for selected positions along the flux tube at a time t0 where sin(ωt0)(δB/B0) = 0.5.

Despite the idealized form of the magnetic perturbation, there is good agreement between

these model distribution functions and the distribution functions observed by MMS, as shown

in Fig. 4.5(f-i), over the course of a single fluctuation of commensurate size, as shown in

Fig. 4.5(j). This is true not just for this representative fluctuation, but also throughout the

bow shock encounter, as can be seen in Fig. 4.6.

The model distributions (here at ν = 0) have sharper features in velocity space compared

to those observed by MMS. This difference may be related to the imperfect confinement of the

trapped electrons within the local magnetic mirrors, but in some cases can likely be accounted

for also by pitch-angle diffusion through electron scattering off of whistler waves[12].

An estimate of the effective scattering rate for the MMS event can be found by integrating

the model in Eq. 4.5 for various values of ν and using this reference set to match the

anisotropic features of an observed distribution function. For example, the distribution

displayed in Fig. 4.5(k) was obtained by integrating Eq. 4.5 with ν/(ω/2π) = 0.75 and

provides an excellent match to the MMS distribution in Fig. 4.5(d).

We can estimate how much scattering is needed to match the spacecraft observations

by comparing the MMS distributions to theoretical distributions generated by integrating

Eq. 4.5 for a range of scattering frequencies, ν. By comparing the anisotropic features in

the MMS distribution to the features in this set of theoretical distribution functions, we can
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Figure 4.5: (a-d) show the electron distributions recorded by MMS3 for the rippled fore-
shock event reported in Ref. [63] for the estimated points along the fluctuation where
B̃ ∈ {5/4, 1, 3/4, 1/2}. The distributions are weighted by the factor v5 to visually enhance
the anisotropic features. (e) Magnetic field strength along the foreshock encounter, where
the colored lines denote the times where the distributions in (a-d) were taken. (f-i) Expected
distribution functions computed using Eq. 4.5 integrated at (δB/B0) sin(ωt0) = 0.5. The
distributions are evaluated at the same B̃ inferred from the MMS data in (a-d). In this
comparison we have applied the Taylor hypothesis[68], that the changes in B recorded by
the spacecraft are mainly caused by the spatial, not temporal, variations. For all electron
distributions, the red dashed lines indicate the trapped/passing boundaries, characterized
by v2

⊥/v
2
‖ = (B0 + δB)/B(t0, x)− 1. The enhanced values of f along these trapped-passing

boundaries are due to the fact that electrons near these boundaries have orbits with near
stagnation, v‖/v ' 0, which causes the orbit average of the energizing term, µ(∂B/∂t), to
become large and positive. (j) shows a cartoon version of the flux tube. (k) shows the
theoretical distribution in (i) scattered with the Lorentz operator, L, for ν/(ω/2π) = 0.75
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Figure 4.6: (a) Magnetic field strength, B, recorded by MMS4. (b-m) Electron distributions
measured at times corresponding to the peaks and valleys of the magnetic perturbations,
where the distributions with colored borders correspond to the peaks marked in (a) and the
subsequent distribution functions correspond to the adjacent valleys, marked on (a) with the
dashed lines. The anisotropy is highlighted by applying the weighting factor of v5.

estimate the effective scattering frequency in the solar wind. Based on a least-squared-fit

analysis, the scattering frequency that best fit this data varies as a function of velocity, where

ν/(ω/2π) ∈ [0.25, 1.5]. A scattering frequency within this range, ν/(ω/2π) = 0.75, is chosen

to generate a comparison with the MMS data, where the resulting scattered distribution is

shown in Fig. 4.5(k).
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Figure 4.7: (a) This distribution function was generated by the model for a perturbation
with δB/B0 = 0.5. This distribution was scattered using a Lorentz collision operator with
ν = 0.75. The red dashed lines denote the trapped-passing boundaries and the distribution
sis weighted by a factor of v5 to better visualize the anisotropic features. (b) shows the
same distribution function, but transformed to (v,Λ) space. In both (a) and (b) the lines
of constant velocity are plotted in black. (c) shows a velocity distribution from the MMS
spacecraft during a fluctuation of commensurate size as the distribution shown in (a) the
distribution is again weighted by a factor of v5. (d) shows the same velocity distribution as
in (c), but here plotted in (v,Λ) space.
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To find the scattering frequency that best fit the MMS observations, we created a set

of scattered distribution functions with scattering frequencies, ν/(ω/2π) ∈ [0, 1.5]. The

method of least-squared fit, R(vm; δFAmp; δΛAmp) = ∑
n((fTheory(vm,Λn + δΛAmp) + δFAmp)−

fMMS(vm,Λn))2, was used to find the best fitting parameters for a given line of constant

velocity for a given scattering frequency. This is due to the difficulty in reproducing exactly

the same distribution function - some variations in the absolute magnitude are to be expected

from the difference in the inflowing and outflowing plasma.

Once the set of best fitting parameters are found, the χ2 value was found for the partic-

ular velocity, vm, and scattering frequency, ν/(ω/2π), where χ2 = ∑
n(fTheory,Fit(vm,Λn)−

fMMS(vm,Λn))2/fMMS(vm,Λn) and the minimum value of χ2 corresponds to the best fit.

Because the theoretical distribution that these scattered distributions were compared to

were generated under the assumption of high velocity particles, only velocities that correspond

to energies above 200 eV were considered.

The agreement demonstrated above suggests that the model is capturing the anisotropic

features of the observed distribution functions and the analysis can be extended to address

the heating of the electron population over many cycles. Following the blueprint of the

quasilinear method, we then separate the distribution function into the slowly-varying,

isotropic background distribution, f0, and the anisotropic portion of the distribution function,

f1,

f = f0(t, E) + f1(t, E , χ), f0(t, E) = 〈f(t, E , χ)〉χ , (4.10)

where the χ-averaging, 〈(...)〉χ = (
∫
dχ(dΛ/dχ)τ̃b(...))/(

∫
dχ(dΛ/dχ)τ̃b). To make Eq. 4.5

more analytically tractable, the Lorentz operator is approximated with the Krook operator,

where

LK = −CK(f − 〈f〉χ) . (4.11)

The Lorentz operator more effectively isotropizes anisotropic structures with sharper, finer

features. As can be seen in Fig. 4.5, the angular scale length of these features is related to

the opening angle of the trapped-passing boundaries, which is controlled by δB/B0, so the
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Figure 4.8: Plot of the χ-squared fit as a function of scattering frequency, ν, and energy, E.

effectiveness of L must depend on δB/B0. In our Krook representation this dependency is

included through CK = CK(δB/B0).

As is clear from the form of Eq. 4.6, the Lorentz operator describes diffusion of anisotropic

features of the distribution function, f . Accordingly, the diffusion time scales as τD ∝ (δξ)2,

where δξ is the typical scale for the anisotropic features of f . As the magnetic field increases,

the trapped portion of the distribution function will increase commensurately, yielding larger

values of δξ.

The Krook operator does not have this same dependence on δξ, as the rate of isotropization

is in fact independent of δξ. When computing the Krook collision operator the new, scattered

distribution function is formed from a linear combination of the original distribution function,
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and a fully isotropized version of the distribution function,

ft+∆t = (1− α)ft + α 〈ft〉χ , (4.12)

where α = exp(−νCK∆t) determines the rate of isotropization.

To approximate the δξ dependency of L we have introduced the coefficient CK . From an

analysis of the kinetic equation it follows that δξ of f is similar to δξ of g = j2 + Λ, which

we used to provide a calibration for the efficiency of the Krook operator:

CK =
〈(g − 〈g〉Λ)Lg〉Λ
〈(g − 〈g〉Λ)2〉Λ

. (4.13)

By repeating this computation for a multiple δB/B0 we find the result scales as

CK(δB/B0) = 1.15/(δB/B0)1.13 (4.14)

which is the result we used to compute the Krook distribution curves earlier in the chapter.

In addition to this approximation of the Lorentz scattering operator, the anisotropic part

of the distribution function, f1, as well as the other relevant anisotropic terms H(t, χ) and

h(t, χ) = H−〈H〉χ are Fourier transformed such that f1 = ∑
n f

n
1 e

inωt, H = ∑
nH

neinωt, and

h = ∑
n h

neinωt.

By inserting these expansions and Eq. 4.10 into Eq. 4.5 an equation for the anisotropic

part of the distribution function is found,

fn1 = KnE
∂f0

∂E
, Kn = hn(−inω + CKν)

n2ω2 + (CKν)2 . (4.15)

Inserting f1 back into Eq. 4.5, an evolution equation is obtained for the slowly-varying

background distribution ∂f0/∂t =
〈
〈Hf1〉χ

〉
t
. Evaluating

〈
〈Hf1〉χ

〉
t
is somewhat involved

and the calculation is given in detail in Chapter 5. Here we just provide the result of the
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calculation which is the recovery of Eq. 4.1

∂f0

∂t
= 1
v2

∂

∂v

(
v2D

∂f0

∂v

)
, D = ωv2G

(
δB

B
, ν/ω

)

with

G =
∑
n

CKν/ω
〈
〈Re(Hneinωt) Re(hneinωt)〉χ

〉
t

4ω2(n2 + (CKν/ω)2) . (4.16)

which again evidences the characteristic dependence of diffusive step size on velocity, ∆v ∼ v,

that would be expected for a Fermi heating process.

We validate the analytical model of Eqs. 4.1 and 4.16 by integrating Eq. 4.5 numerically

for a range of ν and considering a range of perturbation amplitudes, δB/B0.

The numerical solver works as follows. First, the relevant parameters as a function of χ are

computed over the course of a fluctuation, specifically B̃(x, t) = 1− δB/B0 sin(πt) cos(πx),

where x ∈ [0, 1] and t ∈ [0, 1]. Earlier in this section we described how to find j as a

function of Λ for a given δB/B0, which here is associated with a given time. The same can

be done for other parameters for a given time, t, specifically Λ, g = j2 + Λ, j2/Λ, τ̃b, and

(1/τ̃b)
∫

(1/B̃)/
√

1− ΛB/B0dx. The latter is used to calculate the orbit-averaged Lorentz

operator, 〈L〉x. These values can then be interpolated using the same method as before

to find their values as a function of χ. We can also use the conservation of the magnetic

moment, µv2Λ(χ)/(2B0) to find the change in energy over every time step.

Using the expected change in energy from the magnetic moment conservation, dE and

the fact that χ is a constant of motion, a new distribution Fnew(ln(vnew), χ) is found at every

time step by interpolating the old distribution Fold(ln(vold), χ). If there is no scattering, this

interpolation will evolve the distribution, including the effects of particle trapping, without

any net energization.

After the interpolation to the new variables, the distribution function is scattered using

the appropriate operator. For the Lorentz operator, the scattered distribution is computed

using Eq. 4.9, where Fnew = Fold + dt (ν 〈L〉x Fold). For the Krook operator, the scattered
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Figure 4.9: (a) The energization G as a function of the amplitude of a fluctuation, δB/B0, and
the scattering frequency, ν, for the numerically-computed Lorentz (solid) and Krook (dashed)
operators, as well as the analytic solution in Eq. 4.16(dotted). (b) Combined estimate of the
evolution of the distribution function from magnetic pumping and compressional heating
for the points denoted in colored lines in Fig. 4.2(a), approximated using the number of
fluctuations, Nfluctuations = 15, δB/B0 = 0.7, and ν/(ω/2π) = 0.75. (c) Reproduction of
Fig. 4.2(e).
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distribution is computed using Eq. 4.12.

Numerical values of G in Eq. 4.16 are estimated through Eq. 4.17, where T = 2π/ω and

the numerator and denominator are found to be nearly linearly dependent functions of v

before averaging,

Gestimate =
〈(∫ T

0 (∂f/∂t)dt
)
/T

1
v2

∂
∂v

(
v4 ∂f

∂v

) 〉
v

. (4.17)

In Fig. 4.9(a), the numerical model of Eq. 4.5 is evaluated both with the full Lorentz operator

and its Krook approximation, and demonstrates good agreement with Eq. 4.16.

Using the estimated parameters for the MMS event shown in Fig. 4.2, including an

estimate for the overall amount of compressional heating, we apply the model in Eqs. 4.1

and 4.16 to predict the evolution of the pitch-angle-averaged distributions recorded by MMS.

The result of this calculation is shown in Fig. 4.9(b) and is in good agreement with the

observation from Fig. 4.2(e), repeated for convenience in Fig. 4.9(c). While there are some

differences at lower energies, likely due to the effects of electric fields, which are neglected

in our approach, the model provides a good account for the energization of electrons at

moderate to superthermal energies, E > 100 eV.

4.4 Conclusions

We have here presented a heating mechanism, magnetic pumping, that becomes applicable

to superthermal particles, v � ω/k, when the affects of trapping are incorporated into

the model. The application of the pumping model to MMS observations provides evidence

that magnetic pumping has a significant role in electron energization in the region of the

Earth’s bow shock. Given the potential universal applicability of the model, this could have

a far-reaching impact on our understanding of electron and superthermal ion energization

in many other plasma environments where particles with v � ω/k are observed, such as

the solar corona, cosmic ray generation pumped by magnetic turbulence in the interstellar

medium, or shocks driven by supernova explosions.
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Chapter 5

2D Pumping Derivations

In this section we will go through the derivation of the equation for the background evolution

of the 2D magnetic pumping model. Before we get into the details of the derivation we want to

go through some background on the method that this result relies on, the multiple-time-scale

perturbation analysis method1.

5.1 Multiple-Time-Scale Perturbation Analysis

The multiple-time-scale perturbation analysis method is a technique that leverages the fact

that different processes happen on dramatically different time scales to construct a solution

to a perturbation problem. Following the example of Davidson [31], we can go through a

description of what happens fundamentally in such an analysis. In a conventional perturbation

analysis, we expand the variable of interest, x(t) in terms of a small-amplitude parameter, ε,

where 0 < ε� 1, such that

x ' x(0) + εx(1) + ε2x(2) + ... . (5.1)
1This method is also referred to as the multiple scale analysis. It is used in many contexts beyond plasma

physics and is analogous to time-dependent perturbation theory in quantum mechanics[31, 69].
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For certain analyses there is a great disparity between the time scale of different physical

processes, such as the characteristic time of the linear growth rate of an instability when

compared to the timescale of an oscillation in the plasma. For the moment we will refrain from

committing to a particular physical system, but to incorporate the time-disparity between

these processes, whatever they may be, we extend the number of time variables from one

variable, t, to many independent time variables τ0, τ1, τ2, ..., where

dτ0

dt
= 1, dτ1

dt
= ε,

dτ2

dt
= ε2, (5.2)

and the expansion of our relevant parameters take the form

x ' x(0)(τ0, τ1, τ2, ...) + εx(1)(τ0, τ1, τ2, ...) + ε2x(2)(τ0, τ1, τ2, ...) + ... . (5.3)

Since we are treating τ0, τ1, τ2, ... as independent variables the time derivatives are also

expanded as
d

dt
= ∂

∂τ0
+ ε

∂

∂τ1
+ ε2

∂

∂τ2
+ ... . (5.4)

The coefficients of successive powers of ε are collected to obtain a set of coupled differential

equations.

The new variables x(0)(τ0, τ1, ...), x(1)(τ0, τ1, ...), ... , are ‘generalized’ solutions, which

include both physical and unphysical solutions. Specifically there solutions included that

have time secularities, where the parameter of interest steadily increases in time, violating

physical constraints like energy conservation. However, the additional time variables allow us

the freedom to remove these unphysical solutions, a feature that is not present in conventional

perturbation analysis. Removing these time secularities puts constraints on the perturbation

solution, called solvability conditions.

After the solution is obtained to the desired order of accuracy we can return to the
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physical time variable, t, and make the replacements

τ0 = t, τ1 = εt, τ2 = ε2t, ... . (5.5)

This method can provide solutions to perturbation problems that conventional pertur-

bation theory cannot solve. For example, in the solution to the Van der Pol equation,

conventional perturbation analysis must include infinite terms to obtain the correct the solu-

tion, whereas with multiple-time-scale perturbation analysis it is only necessary to expand to

the first order, τ1 to recover the correct solution.

5.2 Jean’s Theorem

For the derivation of the 2D magnetic pumping result it is helpful to briefly consider the

Boltzmann equation, as this equation is at the core of the analysis. Fundamentally, the

Boltzmann equation describes the statistical behavior of a thermodynamic system not in

a state of equilibrium, the latter part of the definition being an key point in applying this

equation to collisionless space and astrophysical plasmas systems, such as the solar wind.

The general statement of this equation is

df

dt
=
(
∂f

∂t

)
coll

(5.6)

where f = f(x,v, t) is the probability density function, defined such that dN = f(x,v, t)d3xd3v

is the total number of particles that have positions within a volume element d3x around the

position vector x that have momenta within the momentum space element d3v of momenta

v at time t. The term on the right-hand side accounts for the effects of forces acting between

the particles in the form of collisions.

Jean’s theorem states that any steady-state solution of the collisionless Boltzmann equation

depends on the phase-space coordinates only through the integrals of motion in the given
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potential, and conversely any function of the integrals of motion is a steady-state solution.

An integral of motion is any function of only phase-space coordinates that are constant along

an orbit, i.e. some function I(x,v) such that

d

dt
[I(x(t),v(t))] = 0 (5.7)

along all orbits2. We can see Jean’s theorem directly by constructing some function, f , that

is a function of only the n integrals of motion, for which we can see

d

dt
[f(I1(x,v), I2(x,v), ..., In(x,v))] =

n∑
m=1

dIm
dt

∂f

∂Im
=

n∑
m=1

(0) ∂f
∂Im

= 0 (5.8)

so f satisfies the steady-state collisionless Boltzmann equation.

To get a better sense of the underlying physics of the Boltzmann equation, and how

it explicitly relates to the kinetic equation in plasma physics, it is helpful to review the

theoretical foundation of these equations. To do this we will begin with the Klimontovich

formalism, which describes the space-time evolution of the microscopic distribution function

in 6N dimensional phase space, where N is the total number of particles, then move to an

ensemble-averaged distribution function. This will allows us to make a connection to the

six-dimensional standard form of the kinetic equation, i.e.

∂fs
∂t

+ v · ∂fs
∂x

+ qs
ms

(E + v × B) · ∂fs
∂v

=
(
∂fs
∂t

)
coll

, (5.9)

where the subscript s is due to the fact that we have multiple species in our plasmas and

(∂fs/∂t)coll represents the effects of collisions.

We start with the Klimontovich distribution3 and the Klimontovich equation. We consider
2We note that every integral of motion is a constant of motion, but not every constant of motion is an

integral of motion. A common example of this is a particle moving in a circular orbit in a spherical potential.
The azimuthal speed will be of the form ψ = Ωt+ ψ0, where C(ψ, t) = t− ψ/Ω will be a constant of motion,
but not an integral of motion because of its explicit dependence on time.

3Some statistical mechanics textbooks start with the Gibbs ensemble instead of the Klimontovich
distribution. The primary difference being the Klimontovich distribution consists of N points in six-
dimensional space, while the Gibbs ensemble is a single point in the 6N dimensional phase space. However,
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a system of N particles in a box of volume V in a six-dimensional phase space of the position

x and the velocity v, where the phase state vector for the ith particle is written as

Xi = (xi(t),vi(t)) . (5.10)

The exact single particle phase space density is then a summation of six-dimensional delta

functions,

fexact =
∑
i

δ [X−Xi(t)] , (5.11)

where X = (x,v). fexact is what is known as the Klimontovich distribution function. From

the property of delta functions we can directly calculate the total time derivative of fexact

∂fexact

∂t
= ∂

∂t

∑
i

δ [X−Xi(t)] = −
∑
i

(
dXi

dt
· ∂

∂Xi

)
δ [X−Xi(t)] = −Ẋ · ∂fexact

∂X
(5.12)

so we can see that fexact satisfies the continuity equation in phase space

∂fexact

∂t
+ Ẋ · ∂fexact

∂X
= 0 , (5.13)

which is a shorthand notation for Hamilton’s equations of motions for the N individual

particles[70]. Changing our variable back to x and v and using the fact that the motion of

the ith particle is governed by the Lorentz force,

dxi
dt

= vi (5.14)
dvi
dt

= qi
mi

[E(xi, t) + vi × B(xi, t)] , (5.15)

we obtain the standard form of the Klimontovich equation,

dfexact

dt
= ∂fexact

∂t
+ v · ∂fexact

∂x
+ q

m
[E(x, t) + v × B(x, t)] · ∂fexact

∂v
= 0 . (5.16)

they encapsulate the same essential idea.
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The solutions of the Klimontovich equation can be found by the method of characteristics,

where the the characteristics correspond to the particle trajectories. It is clear that these

trajectories depend on the electric and magnetic fields in the plasma, which can be thought

of consisting of a combination of external fields and those produced self-consistently by the

microscopic fine-grained distribution, i.e.

E(x, t) = Eext(x, t) + e(x, t) (5.17)

B(x, t) = Bext(x, t) + b(x, t) (5.18)

where e and b are determined from Maxwell’s equations.

This equation shows that the distribution function, fexact, is constant along the particle

trajectories. While this solution is exact, it is not a practical form to use. Solving for the

trajectories of the Klimontovich equation is equivalent to finding the exact trajectories of

all N particles in a plasma, essentially the function of a PIC code, when combined with the

electric and magnetic fields. In order to overcome this problem it is useful to replace fexact, a

singular, discontinuous function, with a smooth, continuous differentiable function. To make

this transition we introduce a distribution function that is averaged over an ensemble of

identical copies of the original system, called the phase-space averaged distribution function,

fs(x,v, t) = 〈fexact(x, v, t)〉 . (5.19)

This can also be interpreted as the number of particles in a given volume of phase space, i.e.

fs(x,v, t) =
∫ ∫

∆Ω fexact(x,v, t)dΩ
∆Ω , (5.20)

where ∆Ω = ∆x∆y∆z∆vx∆vy∆vz . We then write the exact functions and fields in terms of

the ensemble-averaged distribution functions and fields, where the terms of the form δg are
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referred to as the fluctuations,

fexact = fs + δfexact (5.21)

Em = E + δEm (5.22)

Bm = B + δBm (5.23)

where 〈δfexact〉 = 〈δEm〉 = 〈δBm〉 = 0, so E = 〈Em〉 and B = 〈Bm〉. Using these new

definitions, with the Klimontovich equation given in Eq. 5.16, we obtain the expression4

∂fs
∂t

+ v · ∂fs
∂x

+ qs
ms

(E + v × B) · ∂fs
∂v

= − qs
ms

〈
(δEm + v × δBm) · ∂δfexact

∂v

〉
(5.24)

which can also be written as
dfs
dt

=
(
∂fs
∂t

)
coll

. (5.25)

We note that the left-hand side of the equation corresponds to the large-scale, collective

effects and the right-hand side corresponds to the effects of collisions. In the limit of low

collisionality, (∂fs/∂t)coll → 0 we recover the Vlasov equation,

∂fs
∂t

+ v · ∂fs
∂x

+ qs
ms

(E + v × B) · ∂fs
∂v

= 0 . (5.26)

The Vlasov equation has the form of a Liouville equation for a set of non-interacting particles

under the an external field. As discussed earlier, because these field are generated self-

consistently from the moments of the distribution of charged particles, this equation is

inherently nonlinear.

While the exact nature of the collisional term on the right-hand side of the equation

varies between the Boltzmann equation and the kinetic equation derived in this manner, it
4There is a more rigorous way of obtaining the plasma kinetic equation, and by extension the Vlasov

equation, that involves starting with the Gibbs ensemble, then using the Liouville equation, and finally the
BBGKY hierarchy equations. This method better captures the correlations that result in the collisional term,
but a thorough derivation is beyond the scope of this thesis. For the interested reader several very accessible
derivations are given in [71, 72, 73, 74, 75, 76, 77]
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is clear that the equations can be derived from the same first principles, and that Jean’s

theorem must hold for the plasma kinetic equation as well.

5.3 Jean’s Theorem and the Multiple-Time Scale

Perturbation Analysis

It turns out that we can recover Jean’s theorem using the multiple-time scale perturbation

analysis method for a particle trapped in a spatially-varying magnetic field, following the

analysis from Davidson[31], Cordey et al. [65], and Kolesnichenko et al. [78]. Here the

fundamental assumption is that the frequency of the bounce motion far exceeds the collision

frequency, as well as the time scale for variations in the magnetic field. We define the small

expansion parameter, εp, as the ratio of these two quantities, εp = τb/τ∗, where τb is the

characteristic time of particle motion in the magnetic field, or the bounce time, and τ∗ is the

characteristic time for particle collisions. For the kinetic equation

df

dt
= C(f) ≡ G

τ∗
(5.27)

we introduce independent time-variables of the form

τ (0) = t/τb (5.28)

τ (n) = (εp)nτ (0), where n = 1, 2, ... (5.29)

where the time derivative is of the form

d

dt
= 1
τb

d

dτ (0) + εp
τb

d

dτ (1) + ... (5.30)
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and the distribution function is expanded in terms of these new independent variables and

this small parameter

f = f0(τ (0), τ (1), ...) + εpf1(τ (0), τ (1), ...) + ... . (5.31)

Using these expansion terms, to the lowest order in εp we obtain the equation

df0

dτ (0) = 0 . (5.32)

This equation can be solved by integrating along it’s characteristics, which are the equations

for the particle orbits. The characteristics are given by x = x(α1, α2, ..., αN , t), where

α1, α2, ..., αN are the integrals of motion. The solution then becomes

f0 = g(α1, α2, ..., α6) (5.33)

where g is an arbitrary function. From this form we can see directly that this result, Eq. 5.32

is the equivalent statement to Jean’s theorem.

To the next order in εp we have the equation

df1

dτ (0) = − df0

dτ (1) +G . (5.34)

To avoid time secularities, i.e. unphysical solutions to the kinetic equation, we have the

solvability condition ∫ τb

0

(
df0

dτ (1) −G
)
dτ (0) = 0 . (5.35)

This equation can be expressed as

∂f0

∂t
= 1
τ∗

∫ τb

0
G
dt

τb
. (5.36)

Eq. 5.36 is equivalent to the step where we orbit average the scattering operator in Eq. 4.5.
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We also notice that Eq. 4.5 has an additional ∂/∂E term on the left hand side of the equation.

This is due to the fact that while E is a constant of motion during a orbit transit, it is

not over the timescale of the pumping cycle. In fact, the energy of each particle oscillates

significantly during each pumping cycle.

5.4 2D Magnetic Pumping Derivation

Now that we have used the multiple-time scale perturbation analysis to verify that Jean’s

theorem is valid in our system, our aim is to provide a derivation of the important result in

Eq. 4.16. From the multiple-time scale method we know that the distribution is constant

along the instantaneous particle orbits and thus can be expressed in terms of the integrals of

motion. We recall from Chapter 4 that these are µ = mv2
⊥/(2B) and E = 1

2mv
2. While we

worked in f = f(t, E , χ), where χ = (Λ)/(j2 + Λ), where j = J/(4vL) and Λ = µB0/E , we

will instead for the purposes of this derivation work in f = f(t, E ,Λ∗), where

Λ∗ ≡ µB0

E
Bmin

B0
= ΛBmin

B0
. (5.37)

While the maximum value of Λ changes with time in our sinusoidal perturbation, this new,

normalized value of Λ∗ has the same maximum value at every timestep, specifically Λ∗ ∈ [0, 1].

At the end of the chapter, we will switch variables back to the f = f(t, E , χ) to connect to

our results in Chapter 4.

In these new variables, the kinetic equation is

df

dt
= ∂f

∂t

∣∣∣∣∣
Λ∗,E

+ dΛ∗
dt

∂f

∂Λ∗ + dE
dt

∂f

∂E
= νLf (5.38)

We now seek to obtain expressions for the total derivatives, dΛ∗/dt and dE/dt. Consider

the ratio J2/µ. This is clearly a constant of motion which has the special property that it is
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independent of E . Using the normalized action integral, j, we find

d

dt

J2

µ
= d

dt

j2Bmin

Λ∗ = 0 (5.39)

such that
2
j

dj

dt
+ 1
Bmin

dBmin

dt
− 1

Λ∗
dΛ∗
dt

= 0 (5.40)

Our aim is now to obtain an expression for dΛ∗/dt. To evaluate the total differentials we

notice that j = j(Λ∗, t), while Bmin = Bmin(t) and Λ∗ = Λ∗(t). Thus,

dj

dt
= ∂j

∂t
+ dΛ∗

dt

∂j

∂Λ∗ . (5.41)

By then combining Eqs. 5.40 and 5.41 we find

1
Λ∗

dΛ∗
dt

=
2∂j
∂t

+ 2 j
Bmin

dBmin
dt

j − 2Λ∗ ∂j
∂Λ∗

. (5.42)

Considering the definition of Λ∗ in Eq. 5.37 it follows that

dΛ∗
dt

= −Λ∗
E
dE
dt

+ Ḃmin

Bmin
Λ∗ , (5.43)

so using Eq. 5.42 we may solve for dE/dt to find

dE
dt

= −gE (5.44)

with

g(Λ∗, t) =
2∂j
∂t

+ 2 Ḃmin
Bmin

Λ∗ ∂j
∂Λ∗

j − 2Λ∗ ∂j
∂Λ∗

=
2∂j
∂t

+ 2 Ḃmin
Bmin

Λ∗ ∂j
∂Λ∗

τ̃b

=
2∂j
∂t

+ Ḃmin
Bmin

(j − τ̃b)
τ̃b

. (5.45)
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This also allows us to write an expression for dΛ∗/dt, i.e.

dΛ∗
dt

=
(
g + Ḃmin

Bmin

)
Λ∗ (5.46)

Note, to find the above expression for f we used

τ̃b = j − 2Λ∗ ∂j
∂Λ∗ (5.47)

which is readily shown using

τb
m

= ∂J

∂E

∣∣∣∣∣
µ

,
∂

∂E

∣∣∣∣∣
µ

= ∂

∂E

∣∣∣∣∣
Λ∗

+ 2Λ∗ ∂

∂Λ∗ . (5.48)

Combining this all together, the kinetic equation in Eq. 5.38 now becomes:

∂f

∂t
= g E ∂f

∂E
−
(
g + Ḃmin

Bmin

)
Λ∗ ∂f
∂Λ∗ + νLf

or
∂f

∂t
= g

v

2
∂f

∂v
−
(
g + Ḃmin

Bmin

)
Λ∗ ∂f
∂Λ∗ + νLf . (5.49)

5.4.1 Krook approximation for the scattering operator

Ideally, at this point we would use a quasilinear-like analysis as we did in Chapter 3 to

find the evolution equation of the background distribution. Unfortunately, the Legendre

polynomials are no longer good eigenfunctions of this equation with the inclusion of trapping

along the flux tube, so the analysis in Chapter 3 cannot be directly repeated. While it may

be possible to find good eigenvalues of this equation with the Lorentz scattering operator and

solve for the slowly-varying background distribution, we were unable to solve this equation

directly.

However, we were able to find an approximation to the Lorentz scattering operator, the
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Krook operator,

LKf = −CK
(
f − 〈f〉Λ
〈1〉Λ

)
, (5.50)

where CK is the Krook coefficient that we discussed in detail in Chapter 4. We note that

this scattering operator is the same as the one given in Eq. 4.11, although it appears to be

different. The different appearance is due to the fact that in Chapter 4 we were using the

normalized version of the distribution function. Throughout this Chapter, we will be using

the unnormalized version of the averaging over pitch-angle. More specifically, the averaging

operator we will be using throughout this chapter is given by the expression

〈(. . . )〉Λ =
∫
dΛ∗ B0

Bmin
τ̃b(. . . ) . (5.51)

By using this approximation in place of the Lorentz scattering operator we were able to

find an equation for the slowly-varying background distribution function. As we mentioned

in Chapter 4, this is a much simpler scattering operator than the Lorentz scattering operator.

Unlike the Lorentz operator, it does not scatter sharper features in phase-space more efficiently.

As can be seen from the form of Eq. 5.50 and the analysis in Chapter 4, the Krook operator

can be thought of as a linear combination of the full distribution function, f and the fully

isotropized distribution function, 〈f〉Λ / 〈1〉Λ. We note that LKf conserves particles and if

the anisotropy in f were of the form P2(v‖/v), which it is not because of the additional

phase-space structure coming from the trapping, LKf would yield an exact result.

In the remainder of this chapter we will find the equation for the evolution of the slowly-

varying background distribution and show that this equation conserves particles. We will

first do this in the limit where ν/ω � 1, and then for the case without restrictions on ν/ω.

This will ultimately yield the result in Eq. 4.16.
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5.4.2 Variables and Assumptions

We know that the number of particles in our system, i.e.

N =
∫
fd3vd3x = 2π∆y

m2

∫
dE
∫
dµ
∫
dΨτbf (5.52)

is conserved. Assuming that we have a sinusoidal magnetic field perturbation such that for

x = L/2 we have B = B0, and evaluating the width ∆z of the flux tube at this location,

we find that ∆Ψ = B0∆z. We use this expression, as well as our definitions from before,

τ̃b = vτb/(4L) and dEdµ = m2v3 dv dΛ/B0 to rewrite the particle conservation statement as

N = 2π∆y∆zL
∫
v2dv

∫
dΛ∗ B0

Bmin
τ̃bf . (5.53)

Guided by Eq. 5.53 we define the averaging operator as in Eq. 5.51 and define

F (v) = 〈f〉Λ (5.54)

such that

N = 2π∆y∆zL
∫
Fv2dv (5.55)

where it is clear that Fv2dv is proportional to the number of particles of the entire flux-tube

within a differential velocity interval dv.

Using these newly defined variables and averaging operators, we split f into its isotropic

and non-isotropic parts

f = f0(t, v) + f1(t, v,Λ∗) , (5.56)

where

f0 = 〈f〉Λ
〈1〉Λ

= 1
〈1〉Λ

F (v) . (5.57)
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5.4.3 Extreme ordering of ν � ω

Using our newly defined variables, we can start the process of deriving an expression for

∂F/∂t, or the evolution of F due to magnetic pumping. Inserting f = f0 + f1 back into

Eq. 5.49 we obtain the equation

∂f

∂t
= g

v

2
∂(f0 + f1)

∂v
−
(
g + Ḃmin

Bmin

)
Λ∗ ∂f1

∂Λ∗ − νLKf . (5.58)

Throughout this analysis we will use the fact that 〈f1〉Λ = 0 and that 〈kf0〉Λ = f0 〈k〉Λ. We

can evaluate the expression for the scattering operator,

νLKf = νLk(f0 + f1) = −CKν
(
f0 + f1 −

〈f〉Λ
〈1〉Λ

)
= −CKνf1 . (5.59)

Using Eq. 5.58 and taking the difference between ∂f/∂t and 〈∂f/∂t〉Λ, and assuming a small

amplitude ordering |g| ' |f1| � |f0|, then we obtain approximate equation for f1

∂f1

∂t
= h

v

2
∂f0

∂v
+ νLKf1 , (5.60)

where h = g − (〈g〉 / 〈1〉Λ).

Up until this point we have not made any assumptions of the scattering frequency as

compared to the fluctuation frequency, ν/ω. At this point we can introduce the extreme

ordering ν/ω � 1, which causes Eq. 5.60 to reduces to

0 = h
v

2
∂f0

∂v
− CKνf1 , (5.61)

such that

f1 = h

CKν

v

2
∂f0

∂v
. (5.62)

Our aim is to derive an equation for ∂F/∂t which describes the evolution of F (v) due to
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magnetic pumping. So we start with the expression for ∂F/∂t

∂F

∂t
=
∫
dΛ∗

[
B0

Bmin
τ̃b
∂f

∂t
+ f

∂

∂t

(
B0

Bmin
τ̃b

)]

=
〈
∂f

∂t

〉
Λ

+
∫
dΛ∗f ∂

∂t

(
B0

Bmin
τ̃b

)

=
〈
∂f

∂t

〉
Λ

+
∫
dΛ∗f0

∂

∂t

(
B0

Bmin
τ̃b

)
+
∫
dΛ∗f1

∂

∂t

(
B0

Bmin
τ̃b

)

=
〈
∂f

∂t

〉
Λ

+ f0

∫
dΛ∗ ∂

∂t

(
B0

Bmin
τ̃b

)
+
〈
f1
Ḃmin

Bmin

〉
Λ

+
∫
dΛ∗f1

B0

Bmin

∂τ̃b
∂t

∂F

∂t
=
〈
∂f

∂t

〉
Λ

+ f0

∫
dΛ∗ ∂

∂t

(
B0

Bmin
τ̃b

)
+
∫
dΛ∗f1

B0

Bmin

∂τ̃b
∂t

, (5.63)

and evaluate the terms on the right hand side.

We start with the 〈∂f/∂t〉Λ term, beginning with Eq. 5.49 and inserting our expression

for f1 in Eq. 5.62.

〈
∂f

∂t

〉
Λ

= 〈g〉Λ
v

2
∂

∂v
f0 + 1

CKν
〈gh〉Λ

v

2
∂

∂v

v

2
∂

∂v
f0

− 1
CKν

〈(
g + Ḃmin

Bmin

)
Λ∗ ∂h
∂Λ∗

〉
Λ

v

2
∂

∂v
f0 (5.64)

Plugging this result back into Eq. 5.63 we obtain the expression

∂F

∂t
= 〈g〉Λ

v

2
∂

∂v
f0 + 1

CKν
〈gh〉Λ

v

2
∂

∂v

v

2
∂

∂v
f0

− 1
CKν

〈(
g + Ḃmin

Bmin

)
Λ∗ ∂h
∂Λ∗

〉
Λ

v

2
∂

∂v
f0 +

∫
dΛ∗f1

B0

Bmin

∂τ̃b
∂t

+ f0

∫
dΛ∗ ∂

∂t

(
B0

Bmin
τ̃b

)
. (5.65)

To rewrite the above equation in a more tractable form we will need to use the relations

3
2 〈gh〉Λ = −

〈(
g + Ḃmin

Bmin

)
Λ∗ ∂h
∂Λ∗

〉
Λ

+
∫ B0

Bmin
h
∂τ̃b
∂t

dΛ∗ (5.66)

3
2 〈g〉Λ =

∫
dΛ∗ ∂

∂t

(
B0

Bmin
τ̃b

)
, (5.67)
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which we will now prove.

To prove Eqs. 5.66 and 5.67 it is useful to introduce the expression

H ≡ 2τ̃b
dΛ∗
dt

=
(

4∂j
∂t

+ 2Ḃmin

Bmin
j

)
Λ∗ . (5.68)

This expression follows directly from Eq. 5.42 and Eq. 5.47. We also note that H is unrelated

to the H used in Chapter 4. Here, like dΛ∗/dt we have that H vanishes for Λ∗ = 0 and

Λ∗ = 1.

We start be considering Eq. 5.67 and using the definition of g in Eq. 5.45, as well as the

fact that
∂

∂t

(
B0

Bmin
τ̃b

)
− B0

Bmin

∂τ̃b
∂t

= −τ̃b
B0

Bmin

Ḃmin

Bmin
(5.69)

we can rewrite the expression as

3
2 〈g〉Λ −

∫
dΛ∗ ∂

∂t

(
B0

Bmin
τ̃b

)
= 1

2 〈g〉Λ + 〈g〉Λ −
∫
dΛ∗ ∂

∂t

(
B0

Bmin
τ̃b

)

= 1
2 〈g〉Λ +

∫
dΛ∗ B0

Bmin

(
2∂j
∂t

+ Ḃmin

Bmin
(j − τ̃b)

)
−
∫
dΛ∗ ∂

∂t

(
B0

Bmin
τ̃b

)

= 1
2 〈g〉Λ +

∫
dΛ∗

[
−τ̃b

Ḃmin

Bmin

B0

Bmin
+ B0

Bmin

(
2∂j
∂t

+ Ḃmin

Bmin
j

)]

−
∫
dΛ∗ ∂

∂t

(
B0

Bmin
τ̃b

)

= 1
2 〈g〉Λ +

∫
dΛ∗ B0

Bmin

(
−∂τ̃b
∂t

+ 2∂j
∂t

+ Ḃmin

Bmin
j

)

= 1
2
B0

Bmin

∫
dΛ∗

[(
2∂j
∂t

+ Ḃmin

Bmin
(j − τ̃b)

)
+ 2

(
−∂τ̃b
∂t

+ 2∂j
∂t

+ Ḃmin

Bmin
j

)]

Using Eq. 5.47, τ̃b = j − 2Λ∗(∂j/∂Λ∗), the expression becomes

3
2 〈g〉Λ −

∫
dΛ∗ ∂

∂t

(
B0

Bmin
τ̃b

)
= 1

2
B0

Bmin

∫
dΛ∗

[
4Λ∗ ∂

∂Λ∗
∂j

∂t
+ 4∂j

∂t
+ 2Ḃmin

Bmin
j + 2Ḃmin

Bmin
Λ∗ ∂j
∂Λ∗

]

= 1
2
B0

Bmin

∫
dΛ∗

[(
4∂j
∂t

+ 2Ḃmin

Bmin
j

)
+ Λ∗ ∂

∂Λ∗

(
4∂j
∂t

+ 2Ḃmin

Bmin
j

)]

= 1
2
B0

Bmin

∫
dΛ∗ ∂H

∂Λ∗



84

= 1
2
B0

Bmin
[H|Λ∗=1 − H|Λ∗=0]

= 0 (5.70)

We can see that indeed the expression in Eq. 5.66 is valid.

We can do a similar analysis to verify that Eq. 5.67 is true. Using the fact that dΛ∗/dt =

Λ∗(g + Ḃmin/Bmin), we can rewrite the expression as

3
2 〈gh〉Λ +

〈(
g + Ḃmin

Bmin

)
Λ∗ ∂h
∂Λ∗

〉
Λ

+
∫
dΛ∗ B0

Bmin
h
∂τ̃b
∂t

= 1
2
B0

Bmin

∫
dΛ∗

[
3τ̃bgh+ 2τ̃b

dΛ∗
dt

∂h

∂Λ∗ − 2h∂τ̃b
∂t

]

(5.71)

then inserting the definitions from before for first g and then τ̃b we obtain the expression

= 1
2
B0

Bmin

∫
dΛ∗

[
3
(

2∂j
∂t

+ Ḃmin

Bmin
(j − τ̃b)

)
h2τ̃b

dΛ∗
dt

∂h

∂Λ∗ − 2h∂τ̃b
∂t

]

= 1
2
B0

Bmin

∫
dΛ∗

[
3
(

2∂j
∂t

+ Ḃmin

Bmin
2Λ∗ ∂j

∂Λ∗

)
h2τ̃b

dΛ∗
dt

∂h

∂Λ∗ − 2h ∂
∂t

(
j − 2Λ∗ ∂j

∂Λ∗

)]

= 1
2
B0

Bmin

∫
dΛ∗

[
6h∂j
∂t

+ 6hḂmin

Bmin
Λ∗ ∂j
∂Λ∗ + 2τ̃b

dΛ∗
dt

∂h

∂Λ∗ − 2h∂j
∂t

+ 4hΛ∗ ∂

∂Λ∗
∂j

∂t

]
. (5.72)

Before proceeding it is useful to note the relation

1
2
B0

Bmin

∫
dΛ∗4hḂmin

Bmin
=
∫
dΛ∗ B0

Bmin
h
Ḃmin

Bmin
2Λ∗ ∂j

∂Λ∗

=
∫
dΛ∗ B0

Bmin
h
Ḃmin

Bmin
(j − τ̃b)

= 1
2
B0

Bmin

∫
dΛ∗2hḂmin

Bmin
j − Ḃmin

Bmin

∫
dΛ∗ B0

Bmin
hτ̃b

= 1
2
B0

Bmin

∫
dΛ∗2hḂmin

Bmin
j − Ḃmin

Bmin
〈h〉Λ

= 1
2
B0

Bmin

∫
dΛ∗2hḂmin

Bmin
j . (5.73)
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We can plug the above relation into Eq. 5.72 to obtain the expression

3
2 〈gh〉Λ +

〈(
g + Ḃmin

Bmin

)
Λ∗ ∂h
∂Λ∗

〉
Λ

+
∫
dΛ∗ B0

Bmin
h
∂τ̃b
∂t

= 1
2
B0

Bmin

∫
dΛ∗

[
4h∂j
∂t

+ 2hḂmin

Bmin
j + 2hḂmin

Bmin
Λ∗ ∂j
∂Λ∗ +H

∂h

∂Λ∗ + 4hΛ∗ ∂

∂Λ∗
∂j

∂t

]

= 1
2
B0

Bmin

∫
dΛ∗

[
h

((
4∂j
∂t

+ 2Ḃmin

Bmin
j

)
+ Λ∗ ∂

∂Λ∗

(
4∂j
∂t

+ 2Ḃmin

Bmin
j

))
+H

∂h

∂Λ∗

]

= 1
2
B0

Bmin

∫
dΛ∗

[
h
∂H

∂Λ∗ +H
∂h

∂Λ∗

]

= 1
2
B0

Bmin

∫
dΛ∗∂(hH)

∂Λ∗

= 0 , (5.74)

so we can see that Eq. 5.67 does in fact hold to be true.

To show numerically that Eq. 5.66 is true we define

T1 = 3
2 〈gh〉Λ , (5.75)

T2 = −
〈(

g + Ḃmin

Bmin

)
Λ∗ ∂h
∂Λ∗

〉
Λ

, (5.76)

T3 =
∫ 1

0

B0

Bmin
h
∂τ̃b
∂t

dΛ∗ , (5.77)

and Fig. 5.1 shows that indeed T1 = T2 + T3.

Inserting our newly-verified expressions, Eq. 5.67 and Eq. 5.66, into Eq. 5.65 and using

f0 = F/ 〈1〉Λ we find

∂F

∂t
= 〈g〉Λ

v

2
∂f0

∂v
+ 1
CKν

〈gh〉Λ
v

2
∂

∂v

(
v

2
∂f0

∂v

)
+ 1
CKν

3
2 〈gh〉Λ

v

2
∂f0

∂v
+ 3

2 〈g〉Λ f0

= 〈g〉Λ
〈1〉Λ

[
v

2
∂F

∂v
+ 3

2F
]

+ 1
CKν

〈gh〉Λ
〈1〉Λ

[
v

2
∂

∂v

(
v

2
∂F

∂v

)
3
2
v

2
∂F

∂v

]
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Figure 5.1: Here we have the different terms involved in our density conservation. From the
plot it is clear that T1 = T2 + T3, and we can see that the relation we verified analytically
holds numerically.
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which we can then rewrite as

∂F

∂t
= 1
CKν

〈gh〉Λ
〈1〉Λ

1
4v2

∂

∂v
v4 ∂

∂v
F + 〈g〉Λ

〈1〉Λ
1

2v2
∂

∂v
v3F . (5.78)

We can see that the first term on the right hand side corresponds to the energy diffusion,

or the heating by magnetic pumping, and the second corresponds to the modifications in F

due to compressions and expansions. In the analysis above, we have verified that this form

conserves particles at every point in time. However this is also clear from the form of Eq. 5.78.

To find the density we integrate the above equation over all velocities, and the left hand side

yields ∂n/∂t. Because both terms on the left hand side are of the form ∂/∂v(...) when we

integrate over all velocities and use the fact that as v approaches infinity F approaches zero,

we can see that the terms on the right hand side disappear and we get an expression for

density conservation.

5.4.4 General Case

Above we solved Eq. 5.60 in the limit ν/ω � 1 to get an approximate solution for f1. To

address the general case with no restrictions on ν/ω we apply Fourier expansions of g, h and

f1

g(Λ∗, t) = g1(Λ∗)eiωt + g2(Λ∗)e2iωt + . . . (5.79)

h(Λ∗, t) = h1(Λ∗)eiωt + h2(Λ∗)e2iωt + . . .

f1(Λ∗, t) = f 1
1 (Λ∗)eiωt + f 2

1 (Λ∗)e2iωt + . . .

Then for the separate frequencies Eq. 5.60 reads

inωfn1 = hn
v

2
∂f0

∂v
− CKνfn1
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such that f1 = ∑
n f

n
1 , with

fn1 = Kn
v

2
∂f0

∂v
, Kn = hn(−inω + CKν)

n2ω2 + (CKν)2

We may now follow the same steps that led to Eq. 5.78. Furthermore, we find that parts

of fn1 are in phase with gn causing the time average 〈〈gf1〉Λ〉t to become finite. An equation

for the slow varying component F0(v, t) is then obtained as

∂F0

∂t
= 1
v2

∂

∂v

(
v2D

∂F0

∂t

)
, D = ωv2G,

G(ν/ω) = 1
4
∑
n

CKν/ω

n2 + (CKν/ω)2

〈
Re(gneinωt) Re(hneinωt)

ω2 〈1〉Λ

〉
t

. (5.80)

Finally, while 〈1〉χ is not constant during a pump cycle, its periodic variations do not influence

the rate of heating and we can introduce the approximation F0 = 〈1〉χ f0 ∝ f0, yielding the

form of Eq. 4.16 in Chapter 4.
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Chapter 6

Conclusions

This thesis details magnetic pumping as a candidate for heating and power-law generation

in a variety of space and astrophysical systems. Analytic work for a model assuming an

infinite, uniform flux tube, an extension to this 1D model assuming the presence of thermal

streaming, as well as a model that captures the effects of spatial variation along a flux tube,

including magnetic trapping, are all detailed in this work. For the first two cases, the model

is validated using particle-in-cell simulations. For the 2D case spacecraft observations of

the pre-bow-shock region from the MMS mission are used to compare to the results of the

analytic model. The key results of the thesis are listed below:

• In the 1D uniform flux-tube model of magnetic pumping we obtain power-

laws and heating that match kinetic simulations.

• With the inclusion of some two-dimensional effects magnetic pumping can

play a significant role in heating the plasma of the solar wind. This heating

is on par with well-known heating mechanisms such as wave-particle interactions.

• With the inclusion of magnetic trapping, magnetic pumping can heat par-

ticles moving far faster than the wave speed. This is the most important result

of the thesis, as this is a regime in which power-law distributions are observed, but few

heating mechanisms are effective.
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There are two lines of inquiry for future work on magnetic pumping - better understanding

how the magnetic pumping model works under different physical conditions and applying

the heating mechanisms to different astrophysical systems. For example, the analysis in

Chapter 4 has been done for particles moving fast enough that the v×B term dominates the

electric field, however recent research shows that electric fields in the pre-bow-shock area can

play a strong role in heating particles moving at slower velocities[64]. Extending the model to

include the effects of trapping in electric fields is one possible avenue of future work. Another

promising avenue is examining at the effects of different mechanisms of phase-space-mixing

that will be naturally present in space plasmas, such as local trapping arising from the

presence of multiple, interacting waves, and the effect that this phase-space mixing will have

on the resultant plasma and rate of energization from magnetic pumping, particularly in the

case of low scattering, where magnetic pumping is not as effective of a process.

A variety of the different potential astrophysical systems where magnetic pumping could

be applied were mentioned in the conclusions to Chapter 4, including explaining heating

and power-law generation in . One potential application with particular promise is in using

magnetic pumping to explain differential ion heating in the solar corona, the observation

that different ion species experience different amounts of heating, an effect which is linearly

dependent on their mass[79]. Recent work suggests that there is a zone of preferential heating

close to the Sun, and after that point the plasma no longer experiences this preferential

heating, but simply evolves with the changing plasma environment [80]. Given the strong,

compressional fluctuations present close to the Sun, the plasma environment makes magnetic

pumping a potential candidate to explain this heating.
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“What we call the beginning is often the end. And to make an end is
to make a beginning. The end is where we start from.”

— T.S. Eliot, Little Gidding
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Appendix A

Magnetic Mirrors and Trapping

We consider a magnetic field that varies in space, but not in time. Because it is static, there

are no induced electric fields and the particle’s kinetic energy, W = (m/2)(v2
‖ + v2

⊥), and

magnetic moment, µ = mv2
⊥/(2B), are both constant. From the form of W and µ we can see

that if a particle enters a region of increasing magnetic field, v ⊥ will need to increase for the

magnetic moment to remain constant, which means that the parallel velocity, v‖, will need to

decrease in order for the kinetic energy to remain constant. If the magnetic field increases

enough v‖ will become zero and then the particle will be reflected back towards the weak

field region. While the parallel velocity of the particle will increase as it enters the weak field

region, for a sinusoidal field structure this process can trap both electrons and ions.

However, a particle moving in an increasing magnetic field will not necessarily be reflected.

Naively, we can see this by considering a particle with v‖ = v0 and v⊥ = 0, where the changing

magnetic field will not change v⊥, so v‖ will remain unchanged as the particle passes through

the region, “escaping" the trapped region. We can figure out which particles will be trapped

by considering the marginally trapped particles and using the fact that the magnetic moment

and kinetic energy are conserved in this system. We consider a region of increasing magnetic

field where the minimum magnetic field is Bmin and the maximum magnetic field is Bmax,
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and θv⊥/v is the pitch-angle of the particle. We know that

µ′ ≡ 2
mv2µ = sin2 θ

Bmin
(A.1)

is a constant. We are considering the marginally trapped particle, so we assume that the

particle can reach the point B = Bmax. Its pitch-angel at that point must be limited by

θmax < π/2, so

µ′ = sin2 θmax

Bmax
<

1
Bmax

. (A.2)

So the condition for particle starting at Bmin that can reach the point Bmax in the flux tube is

sin2 θ < sin2 θR = Bmin

Bmax
. (A.3)

If sin θ > sin θR and the particle could reach Bmax then we would have sin θ > 1, which is not

possible, so in that case the particle cannot reach Bmax and it is reflected before it reaches

Bmax.
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