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Abstract

The anomalous heating and energization of ions during magnetic reconnection events
in astrophysical and laboratory plasmas has been an ongoing research topic for
decades. Numerous measurements have been made during impulsive bursts of re-
connection in the reversed-field pinch to further our understanding of the heating
process. Discoveries have been made regarding the conditions necessary for heating,
its scaling with various plasma parameters, and the anisotropies and other features
associated with the resulting distribution; however, no one mechanism for the con-
version of magnetic to kinetic energy has been definitively identified that explains
all of the observed phenomena. This work introduces new information to the on-
going study by using a neutral beam injector to study the effects of reconnection
on a well-known population of ions with initial energies much higher than the bulk
population. The acceleration/energization of the fast ions is measured using a new
neutral particle analyzer which collects the charge exchange products of the fast ions
and the background neutral gas. Measurements indicate an energy gain of 1-10 keV,
depending on plasma conditions and initial ion energy (10-25 keV). The acceleration
is well described by runaway in a parallel electric field that is inductively generated
due to the change in global magnetic flux during reconnection-driven current relax-
ation. Equilibrium reconstructions indicate this electric field can range from 50-100
V/m and typically lasts around 200 us.

The effect of the electric field on fast particles has been modeled using a test par-
ticle formulation and using the CQL3D Fokker-Planck solver. Both models predict
particle acceleration in agreement with measurements. However, the predicted evo-
lution of the bulk and impurity ion distributions from the same electric field greatly

differ from previous measurements. It is well known that ({? X B) and other turbulent



i

electromotive forces are of great importance to the dynamics of the thermal particles;
however, the large gyro-orbit and altered rotational transform of the magnetically
decoupled fast ions allow them to largely ignore the magnetic fluctuations and di-
rectly accelerate in the presence of the inductive electric field. This work motivates
the consideration of multiple mechanisms of heating and energization for particles

in different regimes of susceptibility to fluctuation-based terms in the parallel force

balance.
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Chapter 1

Introduction

The topic of anomalous ion heating in laboratory plasmas has been studied since the
early years of fusion research. Initial measurements of ion temperatures in excess
of expectations from collisional coupling to the Ohmically heated electrons can be
traced back to results from ZETA in 1962 [1]. Since then, numerous other devices
have reported similar observations [2-5]: some mechanism within the plasma must
be responsible for providing additional energy to the ion population. Whether tied
to understanding a confinement-threatening instability or potentially harnessed as a
method for increasing plasma temperature and thus fusion output, the mechanism or
mechanisms behind this anomalous ion heating process are of great interest to fusion
research.

Additionally, such mechanisms are of interest in astrophysical research, where
problems such as heating of the solar corona and generation of high-energy cosmic rays
have been attributed to self-organized plasma processes that are not fully understood
[6-14]. One such process, magnetic reconnection, was proposed by Sweet and Parker
in 1956 and has been a topic of subsequent study ever since [15]. Many revisions

[16,17] have been made to the original model, and all allow for the conversion of free



magnetic energy into kinetic or thermal particle energy, but no universally applicable
model has been proposed (based solely on reconnection or on other processes) that
explains all of the anomalous ion heating observations throughout the laboratory and
the cosmos [18].

This thesis adds yet another observation to the long list of ion energization mea-
surements in the reversed-field pinch configuration. Suprathermal ions introduced
to the plasma via neutral beam injection are observed to accelerate well above their
initial injection energy during reconnection-driven plasma relaxation events. While
previous ion heating measurements at these “sawtooth” events have helped constrain
which heating theories may be applicable in the RFP, the measurements of fast ion
acceleration in this thesis can be clearly traced to the mechanism responsible: an
inductive electric field generated during the large-scale magnetic flux change at the
event.

Perhaps expectedly, the proposed mechanism cannot explain all previous ion heat-
ing measurements. However, the conclusion that this mechanism is at work in MST
plasmas represents an important insight: multiple heating/energization mechanisms
must be considered for particles in different regimes. The notion that one process will
explain the heating of all types of ions in plasmas ranging from tabletop experiments
to reactors to the intergalactic medium is aesthetically and scientifically appealing,
but must ultimately give way to a more nuanced approach.

The remainder of this thesis is laid out as follows: Chapter 1 provides additional
historical context and background information; Chapter 2 details the Advanced Neu-
tral Particle Analyzer (ANPA) diagnostic that is used to measure the acceleration
of suprathermal ions; Chapter 3 reviews the theory on ion runaway in an electric
field and the relevant calculations for MST plasmas; Chapter 4 presents the primary

experimental measurements and comparison with the runaway theory; Chapter 5 ad-



Br Reversed

Figure 1.1: A diagram of the RFP configuration. The toroidal and poloidal magnetic
fields are of similar amplitude, and the toroidal field reverses at the plasma edge.

dresses the applicability of the runaway mechanism to bulk and impurity ions; and

finally, Chapter 6 summarizes the major findings and suggestions for future work.

1.1 The reversed-field pinch

The reversed-field pinch (RFP) concept was born out of analysis of the self-organized
magnetic field configuration observed after the external power drive was turned off in
the ZETA toroidal pinch [19]. In 1974, John Bryan Taylor developed the theoretical
framework for the relaxation of the plasma into a minimum-energy state in which the
toroidal field at the edge of the plasma is in the opposite direction of the core toroidal
field [20]. This field reversal is one of the defining characteristics of the reversed-field
pinch, the other being the relatively weak amplitude of the toroidal magnetic field
(By/Bg =~ 1) compared to the tokamak (B, > By). A parameter used to characterize
the degree of reversal in RFP plasmas is the reversal parameter F, defined as the ratio

of the toroidal field at the wall to the average toroidal field:

(1.1)
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0 minor radius, r

Figure 1.2: A typical q profile in the Madison Symmetric Torus. Tearing modes are
resonant where the ¢ profile is equal to a rational fraction (e.g. 1/5, 1/6, etc..).

The low applied toroidal field makes the RF'P appealing as a reactor concept from
an engineering perspective, as the magnetic field at the external magnets is very
low and thus superconducting magnets are not necessary. In fact, almost all of the
magnetic field in the plasma is self-generated by the current within the plasma. The
low toroidal field does have some consequences, however. The plasma “safety factor,”
so called because of its relation to how stable the plasma is to a class of current-driven

tearing instabilities, is defined as:

g= <;BB"; > (12)

where () denotes an average of the enclosed quantities around a surface of constant
poloidal flux.

In the tokamak, where By > By, the safety factor is above 1 everywhere. However,
in the RFP, ¢(r) is less than one throughout the plasma, becoming negative at the
edge of the plasma where the toroidal field flips sign. Points where the q profile is a
rational number (m/n, with m and n being whole numbers) are known as “rational
surfaces.” At these rational surfaces, the resonance condition k - B = 0 can be met

leading to the growth of tearing mode instabilities. A number of m = 1 rational



surfaces are resonant within a typical MST plasma, and the location where ¢ = 0
(referred to as the “reversal surface”) is host to a multitude of tearing modes with
m = 0. The dynamics of the RFP are heavily influenced by these tearing modes and

will be discussed in more detail later in this chapter.

1.2 The Madison Symmetric Torus

The Madison Symmetric Torus is a reversed-field pinch device built at the University
of Wisconsin—Madison in 1988 [21]. One of the defining features of MST is a close-
fitting aluminum shell that serves as both the vacuum vessel and a single-turn toroidal
field coil. The 5 em thick wall is treated as an ideal boundary as the resistive wall
time is longer than a typical plasma discharge (~40-80 ms). Despite a carbon limiter
and graphite tiles keeping the bulk of the plasma off of the wall, a significant amount
of plasma-wall interaction and fuel loading/recycling occurs.

The vessel itself has a major radius of R = 1.5 m and a minor radius a = 0.52 m.
Plasma currents typically range from 200—600 kA with magnetic fields averaging 0.2—
0.5 T and particle densities on the order n ~ 10! m—3. Electron and ion temperatures
can range from 200 - 2000 eV depending on plasma conditions. “Standard” operation
entails a reversal parameter F' ~ —0.2 with ¢(0) ~ 0.2; however, non-reversed and
“deep reversal” discharges with respective reversal parameters F' = 0 and F' < —0.3

are also easily achieved. If desired, MST can even be operated at low currents as a

tokamak with ¢(a) > 1.

Neutral Beam Injection

Neutral beam injection is a common technique for heating tokamak plasmas, and

is used in the RFP for electron heating and a host of scientific studies [22-27]. A
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Figure 1.3: TRANSP modeling of the fast ion distribution in MST. The majority of
the fast ions are core-localized (a) and have high pitch (b).

1 MW (25 keV, 40A) neutral beam injector (NBI) was designed and built by the
Budker Institute of Nuclear Physics (BINP) and installed on MST in 2010. A pair
of arc discharges ionize the working gas, which can be hydrogen, deuterium, or a
mix of the two. A series of three high-voltage grids accelerates and focuses the ions
into a beam, and the ion beam passes through a neutralizing chamber where the
ions reneutralize via charge exchange with a background neutral gas. The result is
a beam of high-energy neutral H or D atoms injected tangentially into MST. Most
of the neutrals will be at the primary beam energy, however, some will be at lower
energies due to the presence of Hy, Hs, and HyO molecules in the beam fuel. At
maximum beam energy, the beam is rated to have roughly 86% of the neutrals at full
energy, 10% at half-energy, 2% at 1/3 energy, and 2% at 1/18 energy. Once inside
the plasma, the neutrals will reionize through electron impact ionization, ion impact
ionization, or neutral-ion charge exchange (the dominant process at 25 keV). Those
that are not ionized are measured with a “shine-through” detector on the far wall of
the machine [23].

The beam was primarily designed for heating and current drive experiments, al-
though a number of interesting physics results have arisen from the relatively well-
confined population of fast ions. The TRANSP software and NUBEAM module have

been used to model the neutral beam deposition and resulting fast ion population



(Figure 1.3). The TRANSP results provide a good estimate of the fast ion distribu-
tion, but there are two known sources of error in this model. First, TRANSP uses the
toroidal magnetic flux as a radial coordinate and thus cannot model outside of the
reversal surface because the radial coordinate becomes multi-valued. A work-around
for this problem is to model F=0 plasmas or simply ignore the outer portion of re-
versed plasmas. The second error is that TRANSP does not consider non-classical
effects such as energetic particle driven modes which are known to be active during
beam injection in MST [26,28]. These modes are shown to limit the total fast ion
content to as little as half [29] of the expected population at full injection current.

Before the installation of the ANPA, the primary method of measuring fast ions
in MST was neutron detection. MST typically runs with deuterium as its working
gas, and even in the coldest plasmas, some amount of D-D fusion occurs. Because
the fusion cross section is heavily dependent on ion energy (Figure 1.4), the number
of neutrons produced increases rapidly in hotter plasmas or if fast deuterium ions
are being injected with NBI. Unless an experiment calls for a full hydrogen or full
deuterium beam, the NBI is typically run with a fuel mix of 95-97% hydrogen and 3-
5% deuterium so that neutrons can be used as rough indicator of the fast ion content
in the plasma.

The neutrons are detected using a plastic scintillator coupled to a photomultiplier
tube. The scintillator is placed under a pile of lead bricks so that only neutrons are
able to create a signal. There is no attempt at collimation, so the measured signal is
representative of the total number of fast ion - thermal ion collisions. Recent work
has been done (W. Capecchi) to add additional detectors and improve the linearity
of the measurement in a variety of plasma and beam conditions.

The confinement time of the NBI-sourced fast ions can be measured using the

decay of the neutron flux signal after the NBI is turned off [25,30]. Neglecting the
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Figure 1.4: The fusion cross section (and thus the rate of neutron generation) is
strongly dependent on relative ion energy. In MST, T; is typically < 10° keV, whereas
neutral beam injection sources ions at ~ 2 x 10! keV.
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Figure 1.5: The fast ion guiding centers follow a different rotational transform (red)
than the magnetic field lines (black). This leads to a spatial separation of the reso-

nance locations.
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Figure 1.6: The black dots represent magnetic field lines puncturing through a
stretched out radial-toroidal plane. An n = 6 island structure is observed near the
core and a high degree of magnetic stochasticity dominates the mid-radius. The fast
ion guiding center (red) follows an n = 5 orbit at the same location as the n = 6

magnetic surface.

population reduction due to the EPM-like modes, the confinement of fast ions is
nearly classical, with (74; ~ 20 — 30 ms) > (7, ~ 1 ms) in standard MST plasmas.
The increased gyroradius and guiding center drift of the fast ions allow them to
decouple from the magnetic field lines and develop a different rotational transform
(i.e. gfi # Qmag, Figure 1.5) [27,31,32]. This results in a spatial separation of the
resonance of the guiding center motion and the peak of the magnetic perturbation
(Figure 1.6). In a general sense, this allows the fast ions to “average over” or “smear

out” the magnetic fluctuations that limit thermal particle confinement [31,32].

The sawtooth cycle in MST

The plasma current in MST is driven inductively, using the plasma itself as the sec-
ondary winding of a transformer. Resistivity is lowest in the hot plasma core, result-

ing in a majority of the current being deposited there. This leads to an increasingly
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Figure 1.7: Equilibrium reconstructions show the relaxation of the peaked current
profile in space (a) and time (b). Many similar sawtooth events are averaged together
to reduce statistical noise, and time axis is adjusted so that ¢ = 0 corresponds to the
peak of the reconnection event.

peaked current profile that drives tearing instabilities. To redistribute the current
and return to a lower energy state (Figure 1.7), the plasma undergoes a relaxation
process in which core poloidal flux is converted to toroidal flux via magnetic recon-
nection. This process is facilitated by the growth of tearing modes at the numerous
rational surfaces within the plasma (Figure 1.2).

The effect of this sudden relaxation is seen throughout the entire plasma. The
amplitude of magnetic perturbations associated with the n and m numbers of the
resonant tearing modes increase to values ~ 5% of the equilibrium magnetic field.
Magnetic islands grow at the rational surfaces and eventually overlap, allowing rapid
stochastic radial transport of thermal particles and a subsequent drop in the core
plasma density and electron temperature. The changes in magnetic flux generate
large, pulsed electric fields of the order 50-100 V/m (detailed further in Chapter 3).
Many of the diagnostic signals undergo a sharp peak or drop, giving this process its

colloquial name, “the sawtooth cycle.”
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Magnetic reconnection

The topic of magnetic reconnection could fill an entire chapter if it were more integral
to the proposed energization mechanism in this thesis. Reconnection does indeed oc-
cur during MST sawtooth crashes, but as will be described in more detail throughout
the thesis, it is the global rearrangement of magnetic fields that is responsible for the
acceleration of suprathermal ions rather than the local physics of the reconnection
layer. However, particle acceleration during reconnection is a very active research
topic; an excellent overview of reconnection physics can be found in review papers
by Zweibel [16] and Yamada [17], and recent papers by Drake [33] and Egedal [34]
propose new mechanisms for particle acceleration in the presence of reconnecting

fields.

1.3 Previous results: anomalous ion heating

during MST sawteeth

Among the many effects occurring at the sawtooth, the anomalous heating of ions is
one of the most studied and least understood, and is a key part of the motivation
for this thesis. During a reconnection event, the ion temperature can rise to several
times its equilibrium value despite a decrease in the electron temperature. Initial
observations of anomalous ion heating on MST were made by Earl Scime in 1992
using a diagnostic very similar to the one used in this thesis [35]. In this section, the
results of previous ion heating studies on MST will be summarized.

Perhaps the most fundamental result is the identification of the equilibrium mag-
netic field as the ultimate energy source for the heating process. Figure 1.8 shows

the energy stored in the magnetic field drops significantly at a reconnection event
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Figure 1.8: The energy stored in the equilibrium magnetic field (a) drops by ~10%
at a sawtooth event. The C*% impurity temperature (b) as well as the bulk ion
temperature (not shown) rise rapidly, while the electrons lose a small amount of
energy.

and is coincident with the ion heating [18]. There is a strong statistical correla-
tion between the ion temperature gain and the magnetic energy loss across a large
number of sawtooth events [36]. Furthermore, the efficiency of conversion of mag-
netic to thermal energy is observed to scale with the mass of the bulk ion species
(AE;on/AE ., o< mi-°%) [37].

The ion dynamics spectrometer (IDS) [38] and charge exchange recombination
spectrometer (CHERS) [39] have been used to measure the temperatures of various
impurity ion species in a number of experiments. Impurities are heated more than
bulk ions [40], and further investigation reveals a charge-to-mass ratio dependence
for impurity ion heating [41]. The CHERS diagnostic can measure the component of
impurity temperature both parallel and perpendicular to the equilibrium magnetic
field, and a heating anisotropy was found with AT} > AT after the sawtooth [42].
The anisotropy becomes more pronounced at higher plasma density. There is also
evidence that the heating is not toroidally symmetric: heating of C** ions was mea-
sured at several toroidal locations and the amount of heating is correlated with the
toroidal position of the maximum radial magnetic perturbation [36].

In addition to the dependence on the energy stored in the equilibrium magnetic
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Figure 1.9: Measurements of the ion distribution before and after a sawtooth crash.
The distribution is fit well by a Maxwellian plus a power law tail. The spectral index
~ of the tail decreases at the crash, indicating an increase in the number of particles
with energies higher than the thermal background.

field, ion heating has a unique dependence on the presence of the m = 0 edge-resonant
tearing modes. During “typical” sawteeth, m = 0 and m = 1 modes nonlinearly
couple and the amplitude of their magnetic fluctuations spike dramatically at the
relaxation event; however, so-called “core events” can spontaneously occur in which
only the core-resonant m = 1 modes are active and the edge-resonant m = 0 remains
at relatively low amplitude. During these events, no ion heating is observed, and
there is likewise no drop in the equilibrium magnetic field. In the inverse case (during
“bursts” in which the m = 0 mode activity increases but the m = 1 activity does not),
a small drop in the magnetic energy is observed, and impurity heating is measured
only in the edge of the plasma [40]. Thus, the presence of the m = 0 mode is a
necessary condition for ion heating, with the m = 1 modes greatly amplifying the
effect through nonlinear coupling.

Finally, a Compact Neutral Particle Analyzer (CNPA), operated in collaboration
with Florida A&M University, has been used to study the energy spectrum of the
bulk ion population out to 5 keV [43,44]. Even away from sawtooth events, the bulk

ion distribution is observed to have a non-Maxwellian tail. The spectral index of the
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power law tail decreases at the sawtooth crash, indicating that ions are accelerated
from the thermal population into the high energy tail. The spectral index is also
lower in lower density plasmas, indicating a stronger energization mechanism at lower
density or higher temperature. Although the diagnostic only measures up to 5 keV,
modeling of the measured neutron flux during the sawtooth crash indicates that the
tail should extend out to at least 20 keV [42].

Many mechanisms for anomalous ion heating in the RFP have been proposed,

including;:

e Stochastic heating of ions (or stochastic heating of electrons with wave coupling
to ions) [37]

e Viscous damping of flows [45]

e Turbulent cascade driven cyclotron heating of impurities (with collisional cou-

pling to bulk ions) [46]

A summary of the applicability of these models and how they match the observa-
tions listed in this section is in R.M. Magee’s thesis [18]. As previously mentioned,
no one theory is able to explain all of the observed phenomena.

In the next chapter, the Advanced Neutral Particle Analyzer will be described in
detail. In Chapter 3, the electric field profile during sawteeth in MST is calculated
from equilibrium reconstructions and the conditions necessary for ion runaway are
outlined. In Chapter 4, ANPA measurements are presented and compared with the
expectations from ion runaway. Chapter 5 discusses the connection between the
inductive parallel electric field and the heating of thermal ions. Finally, Chapter 6

summarizes this work and identifies important questions for future work.
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Chapter 2

Overview and development of the

ANPA

2.1 Basics of neutral particle analysis

Neutral particle analyzers (NPAs) have been used to study plasmas since the early
1960s [47]. The objective of neutral particle analysis is to collect the products of
ion-neutral charge exchange and analyze them to learn about the ions before the
charge exchange event. The type of analysis performed varies from case to case
and typically includes separation of particles by energy and/or mass. NPAs can be
designed to study characteristics of the bulk ion population, but are more often used
to measure fast ions from neutral beam injection or other heating mechanisms.
While there are many variations of NPA, the first step in most designs is reion-
ization of the incoming neutral atom. This is generally accomplished by one of two
means: a gas-filled stripping cell or a thin carbon foil [47]. Gas cells have better effi-
ciency at lower energies (< 10 keV) but require additional gas supplies and vacuum

pumping and can limit acceptance angles. The pressure in the stripping cell affects
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the overall signal level and thus must also be measured and accounted for during
analysis. Foils relax the vacuum and acceptance restrictions, but have poor efficiency
and high scattering at low energies. Foils also slow down the incoming ions; this
effect is small, but should be accounted for during calibration and analysis. After
the incoming neutral atom is reionized, some combination of magnetic or electro-
static fields are applied to steer the ions into detectors (typically secondary electron
multipliers (SEMs) or microchannel plates). Some designs use a single detector and
vary the electric and magnetic fields so that the detector only samples the desired
ions, while other designs incorporate an array of detectors with static fields to obtain
simultaneous measurements of many types of particles.

Because the measured signal relies on ion-neutral charge exchange and therefore
depends on the density profile of neutral atoms (which is often edge-peaked), mea-
surements of core ions can become muddled. To avoid this, many experiments make
use of a diagnostic neutral beam (DNB) to source additional neutrals in the core of
the plasma. By taking the difference of data with the DNB turned off from data with
it turned on, one can obtain a measurement that is localized to the intersection of the
DNB and the NPA sightline. This is referred to as an “active” NPA measurement
(as opposed to a “passive” measurement in which no additional source of neutrals is

present).

2.2 Hardware design

The Advanced Neutral Particle Analyzer (ANPA) was designed and built in collab-
oration with the Budker Institute of Nuclear Physics (BINP) and installed on the
Madison Symmetric Torus in 2011 [48]. A similar model was also installed on the C2

device at Tri-Alpha Energy.
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Figure 2.1: A diagram of MST’s Advanced Neutral Particle Analyzer with primary
components labeled. A top view (left) shows the energy separation of two hydrogen
ions (green) and one deuterium ion (blue). The side view (right) shows the mass
separation of the two species.

The ANPA is a tandem “E||B” design, meaning that both magnetic and electric
fields are used for particle separation and the two fields are oriented parallel to each
other but spatially separated. The ANPA was designed to study fast ions born from
MST’s 25 keV neutral beam injector (also acquired in collaboration with BINP). A
diagram of the ANPA is shown in Figure 2.1. Incoming neutral particles pass through
either a fixed aperture or an adjustable, vacuum-sealed aperture wheel (for run-day
signal attenuation) and are then stripped by a 10nm thick carbon foil supported by
a nickel mesh. The foil can optionally be biased at high voltage (up to 15 kV) to
give the newly stripped ions additional energy, effectively shifting the energy range of
the detectors downward. After being stripped and accelerated, the ions are focused

by a 10-16kV electrostatic lens. Energy separation is performed by a 0.6 T magnet,
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Figure 2.2: A photograph of the ANPA channeltron detectors. The top row is posi-
tioned to collect hydrogen ions while the bottom row is horizontally offset to collect
deuterium of similar energies. Channel labels indicate progression from low to high
energy.

bending ions into new trajectories based on their velocity. A 6-10 kV capacitor
provides a vertical electric field that separates particles by mass; heavier particles
travel slower at a given energy, meaning they spend a longer time in the electric field
and are thus deflected more. Finally, the ions are collected by an array of Magnum
5900 Channeltron SEMs.

Two rows of 10 SEMs are arranged to detect hydrogen (top row) and deuterium
(bottom row) ions with energies between 10-35 keV (for 0 V acceleration bias). The
fronts of the detectors are negatively biased at 1.3-2.0 kV to repel free electrons and
increase signal gain. Note that the difference in curvature radii between mass species
means that hydrogen and deuterium detectors of the same energy must be horizontally
offset as well as vertically (see Figure 2.2). One additional detector has been installed
on the high-energy side of the detector bank above the hydrogen detector plane (the
upper-left of Figure 2.2, though the detector is not shown). This detector is placed
out of the way of any ion trajectories and is used to collect UV or other stray charged
particle signals for noise analysis. More information on noise reduction can be found
in Section 2.6.

The detectors output current through single-pin vacuum feedthroughs. The sig-
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Figure 2.3: An overhead view of MST showing the locations of the NBI, DNB, and
two ANPA views.

nals are amplified using in-house I-to-V amplifiers originally built for the SXR array.
These amplifiers can be set via toggle switch to a gain of 10°, 10%, or 107 V/A. The
10 V/A gain is most often used for an output signal in the 0-5 V range.

One of the primary features of this model is its size. At 28 cm in its largest
dimension, the ANPA is rather compact for the features it provides. This allows
relatively easy movement and mounting on a variety of portholes on MST. To date,
two different portholes have been utilized. The “radial view” at 270T, 15P looks
straight through a poloidal cross-section of the plasma. The “tangential view” at
222T', -19P is substantially more complex in its physical rigging and viewing angle. A
custom flange and mounting structure were constructed to accommodate this view,
which looks tangentially at the intersection of the plasma core and the diagnostic
neutral beam (Figure 2.4). If not for the ANPA’s compact size, this view would not
have been feasible without even more substantial modifications to the surrounding
diagnostics and support structures. The implications of these viewing angles will be

discussed more in Section 2.4.
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Alignment

Alignment for the radial viewport is relatively straightforward: a digital level is used
to ensure the ANPA is at an angle of 15°, and a rigid flight tube connects the ANPA
to the MST porthole. The alignment of the tangential view is significantly more com-
plicated, however. A bellows is used between the ANPA and MST to accommodate
the greater flexibility in positioning due to the tangential view mounting structure
(Figure 2.4). Small angle deviations from “perfect” alignment can propagate into a
large displacement from the intended measurement location further down the path.
Rather than rely on external measurements of several different angles relating the
ANPA to MST, a more direct method of alignment is used. A simple pen laser is
mounted onto the spare vacuum feedthrough on the back of the ANPA (Figure 2.1)
such that it shines directly through the ANPA’s stripping foil and down the flight
tube, thus lighting the straight-line trajectory that a particle would need to follow.
While MST is vented, the ANPA is adjusted until this laser aligns with a target probe
marking the intersection of the DNB and the magnetic axis. A second, ANPA-specific
target probe was constructed to mark a third point on the laser line at the far end of
the machine; this probe is inserted at 300T, 15P. Because this port is behind a valve,

the second target probe can be used for alignment while MST is under vacuum.

2.3 Calibration

Ion source design

A high-energy ion source for ANPA calibration was additionally designed and ac-
quired from BINP. The original ion source was designed for in-situ calibration up to

25 keV. The source consists of a cylindrical metallic mesh on a high-voltage standoff,
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Figure 2.4: A photograph of the mounting structure for the ANPA’s tangential view.
There are four separate adjustments: a vertical sliding post to set the height of the
mount, a horizontal slide to set the distance of the mount from the post, a swivel
joint to set the angle at which the horizontal slide extends from the post, and a ball
joint to provide 360° of freedom and allow connection of the ANPA to the MST flight
tube.

two circular mesh endcaps, and a filament. The cylindrical mesh is brought up to
the desired ion voltage, V.4, while the endcaps remain grounded. The filament is set
~200V below V., and a current on the order of 1A is run through it. The filament
will thermally emit electrons which are accelerated toward the higher-potential grid.
Here, hydrogen atoms will be ionized via electron impact ionization, and the newly
formed ions will be accelerated from the high-voltage grid toward the grounded end-
caps. Any remaining electrons will be absorbed by the grid and returned to ground
through the power supply. A schematic and photograph of the source can be seen in
Figures 2.5 and 2.6.

Initial tests of the ion source yielded very little ion current output. Similar is-
sues were reported with the ANPA and source installed at Tri-Alpha Energy. After
discussions with Budker and Tri-Alpha, it was discovered that a potential well could

develop around the filament, preventing electrons from traveling to the grid. Model-
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Figure 2.5: A schematic view of the calibration source from two angles: (a) looking
down the flight tube, and (b) looking normal to the flight tube. In this figure, the
voltages are set up to generate 25 keV ions.

Figure 2.6: A photograph of the cylindrical mesh and endcap. Connections for the
filament can also be seen, though no filament is attached.
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Figure 2.7: (a) Electric potential contours show a potential well around the filament.
(b) A biased shield provides a potential path from the filament to the grid. (c)
Electrons need an uphill potential path to the grid which is only present with the
biased shield. Plots courtesy of Ryan Clary, Tri-Alpha Energy.

Figure 2.8: A photograph of the biased copper shield around the filament and grid.

ing by Ryan Clary at Tri-Alpha (Figure 2.7) confirmed this theory. By installing a
conducting shield biased to the grid potential around the outside of the filament, the
potential well is eliminated and the source functioned as intended.

Due to the issues with the unshielded filament and a desire to calibrate up to
the maximum ANPA detection capability of 50 keV, a new ion source was built
and installed by Budker. This new source utilizes the same basic principles, but
incorporated the biased shield into the design, relocated the endcaps to make direct

contact with the grid (using the vacuum chamber itself as the grounded target), and
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accommodating high voltage standoffs up to 50 keV. Due to arcing hazards to nearby
equipment as well as space concerns, there is no intention of using this new source

in-situ.

Procedure

There are several goals of ANPA calibration. The first and foremost is determining
the response of each channel to ions of various energy. We would also like to know the
relative signal levels from channel to channel. Ideally, an absolute calibration would
be obtained, translating a detector voltage into an absolute number of particles in the
plasma. In practice, this is a very difficult task, and the challenges will be discussed
in this section. Finally, we also wish to know the optimum settings for the various
tunable ANPA parameters (the lens, accelerating potential, capacitor voltage, and
detector bias) and how our signal changes as these parameters change.

Throughout the calibration procedure [49], several external quantities are mea-
sured in addition to the detector outputs. The voltage and current draw on the
high-voltage power supply is monitored for any parameter that is being varied (accel-
erating grid, lens, capacitor, detector bias). The voltage of the ion source is monitored
via the power supply output as well as a Ross high-voltage divider connected in par-
allel with the source. The pressure in the ion source chamber is monitored with a
convectron gauge, as increased filament voltage will increase the chamber pressure
and increased pressure will lead to more ion current. Finally, a Faraday cup is in-
stalled in the flight tube behind the ion source such that one side propels ions into
the ANPA and, assuming symmetry of the ion source, the other side propels an equal
number into the Faraday cup. The Faraday cup is typically biased to 18 V to elim-
inate false current from secondary electron emission by recapturing those electrons.

The Faraday cup is thus used as a monitor of the output current of the ion source as
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Figure 2.9: A diagram of the ANPA calibration setup showing the relative location
of the ion source, ANPA, Faraday cup, and gas source.

pressure and voltage varies. A schematic of the setup can be seen in Figure 2.9.

All calibrations were performed on a workbench rather than in-situ. A USB
multiplexing digitizer was used in conjunction with Labview to collect the data from
the detectors. High voltage measurements were recorded on an oscilloscope, triggered
from the Labview routine. The HV power supplies were controlled using a Galil RIO-
47100 pocket PLC and the GalilTools software.

During calibration of the hydrogen channels, the residual chamber gas was used
as the ion source gas. The H,O and Hy molecules in the residual air will lead to two
species detectable by the ANPA at normal operating settings: H™ and HJ (which has
the same charge-to-mass and thus same trajectory as D). Additionally, the Faraday
cup will pick up HoO™, OH™, and any other heavy ion species. The uncertainty in the
ion species mix being detected by the Faraday cup is the first challenge in obtaining
an absolute calibration from this method. However, if one assumes that the species
mix stays consistent throughout the calibration procedure (an assumption that may
or may not be true), the Faraday cup can still be used as a relative normalization
factor for the varying source output current.

While the deuterium channels could in theory be calibrated using the Hf from

the residual chamber gas, signal levels are often far too low to use this method.
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Instead, additional gas is pumped into the chamber. Ultimately, a bottle of deuterated
methane (CDy) was purchased from Cambridge Isotope and used as the working gas
for deuterium calibrations. While using pure Ds; might be a natural choice, it is
more likely to produce D (which is will not hit the ANPA detectors) rather than
D*. Evaporated heavy water (D,0) was also considered, but the deuterated methane

provided good results, so heavy water was never attempted.

Results

Energy and relative gain calibrations

For a fixed capacitor, lens, grid, and detector bias voltage, the ion source voltage can
be varied to determine the response of each detector to ions of varying energy. The
ion source is slowly brought to the maximum desired voltage (ideally 50kV, although
due to arcing across the HV standoffs or within the HV circuity, lower values were
often used). Once there, the voltage is ramped down in a controlled fashion and the
signal on each detector is recorded. This process can be repeated multiple times, and
the results can then be averaged together after normalizing for changes in Faraday
cup current and pressure. A sample energy calibration is show in Figure 2.10.
Looking more closely at a single channel (Figure 2.11), three distinct signal peaks
are observed during the energy scan. The largest peak near the nominal channel
energy (~10 keV for this case) is the expected response from H* ions generated at
the ion source. The peak to the right occurs at twice the nominal energy and is the
result of 20 keV Hy ions breaking apart at the ANPA stripping foil and splitting into
two 10 keV H™ ions, thus being detected at the 10 keV detector. The small peak to
the left occurs when the ANPA accelerating grid is set to a finite value. Here, the

grid was set to approximately 5 kV. Most of the sourced ions will lose 5 keV as they
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Figure 2.10: (a) Signal level on each detector throughout an ion source voltage scan.
(b) The relative gain of each channel, accounting for changes in the Faraday cup
current.
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Figure 2.11: Three peaks are observed on each energy channel corresponding to Hy,
H*, and HJ particles hitting the ANPA stripping foil.

approach the grid and then gain 5 keV after they pass through for zero net energy
change. However, a small number of the ions will reneutralize in the flight tube and
therefore not be slowed down as they approach the grid, but will be stripped and still
gain 5 keV after passing through the foil. These ions show up in the calibration at a
source voltage equal to Viominat — Vgrid-

The identity of these three peaks can be confirmed by adjusting the accelerating

grid voltage. As the grid voltage is increased, the central H* peak will remain sta-
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tionary as the ions continue to gain as much energy as they lose. The left-most Hy
peak will shift further left according to Vieminai — Vgria- The right-most H; peak will
shift right by 1/2 V.4 since the lighter HT ions pick up twice the speed that the
heavier HJ lost.

Just as deuterated methane is used to obtain a higher population of DT ions
(compared to D), regular methane can also be used to minimize the HI peak.
However, the erroneous peak is easily filtered out of the calibration in post-processing,
so methane was not typically used for hydrogen calibrations.

Once the calibration data has been obtained, a Gaussian is fit to the primary
H* peak for each channel. The central energy of the Gaussian is used to define the
nominal central energy of the channel, the width is used to characterize the width of
the energy bin, and the height (normalized with the Faraday cup current or neutral
pressure) is used to obtain a relative gain calibration between each channel. Note
that this calibration is only valid for the specific capacitor, lens, and detector bias

settings that were used.

Capacitor calibration

The ANPA “capacitor” creates the vertical electric field that controls the downward
deflection of the ions toward the detectors and is thus responsible for mass separation.
The goal of the capacitor calibration is to determine the optimum voltage setting to
guide the primary beam of ions into the desired detectors and maximize signal. To
determine this, the ion source voltage was fixed at the central energy of one of the
ANPA channels and the capacitor was scanned from 0 to -15 kV. This was repeated
for each channel energy to look at the gain of each channel as a function of capacitor
voltage. The results are plotted in Figure 2.12.

The range of interest is approximately -5 to -11V. Hydrogen signals between -2 and
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Figure 2.12: Results of the capacitor calibration. Optimal settings were determined
to be -8.3 kV (black line) for hydrogen detection and -7.5 kV (red line) for deuterium.

-5 V result from deuterium (or HJ) ions being guided into the hydrogen detectors. In
the deuterium channels, signals in the same energy range likely originate from D7 ions.
The beginning of signals related to hydrogen ions being steered into the deuterium
channels can also be seen around -14 kV. Unfortunately, there is not a single capacitor
setting that optimizes the gain in all channels at once. Two default “compromise”
settings (-8.3 kV for hydrogen channels and -7.5 kV for deuterium channels) were
established that maximize the gain on the channels of interest without sacrificing too
much signal on the rest of the channels.

Additionally, ion source voltage scans were performed at several fixed capacitor
values, and the Gaussian centers and widths were obtained for each channel to see
if there was any change. The results (Figure 2.13) indicate that the central energies

remain constant from -9 to -6 V (after which signals begin to drop rapidly and good
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Figure 2.13: The central energy of each channel remains constant for reasonable
capacitor values. The width does vary and should be accounted for. Each color
represents a different energy channel. The results shown are for hydrogen channels
only, and only 8 channels are shown due to unreliable performance of the ion source
near its maximum voltage..

fits can no longer be obtained). The channel widths do show some variation which

should be accounted for if the capacitor is used at nonstandard values.

Lens Calibration

The purpose of the electrostatic lens is to focus the incoming ion beam and elimi-
nate any non-axial (in relation to the flight tube) velocity components. One would
therefore expect the channel widths to be at a minimum and signal levels to be at a
maximum for the optimal lens setting.

Similar to the second capacitor calibration experiment, an ion source voltage scan
was performed at several discrete lens voltages and the Gaussians for each channel
were characterized. Figure 2.14 shows the trends in Gaussian height, center, and
width as the lens voltage is varied. As expected, there is little to no shift in the
central energies, widths decrease as the lens voltage is increased, and signal levels
increase up to a lens voltage of 12 kV, after which they drop off. There is another

slight increase at 15 kV, but this is near the HV standoff maximum, so the safer value
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Figure 2.14: Increasing the lens voltage increases the signal gain (Gaussian height)
and lowers the channel width. There is little-to-no effect on the central energy.

Figure 2.15: The curved interior of a Channeltron allows high-gain multiplication of
secondary electron emission.

of 12 kV is used.

Detector bias calibration

In addition to deflecting free electrons near the detectors, the primary function of the
detector bias is to amplify the gain of the Channeltron SEMs. When an incoming
particle hits a Channeltron, it knocks off one or several electrons. These electrons see
a large negative bias at the front of the detector and thus accelerate into the detector.
Due to the curved interior of the Channeltron (Figure 2.15), they quickly collide with
the detector wall, knocking off more electrons which then get accelerated, and so on.
The amount of negative potential at the front of the detector affects the speed at

which the electrons collide with the wall and thus the number of additional electrons
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Figure 2.16: Increasing the bias voltage increases the signal gain exponentially (b)
and alters the relative calibration (c). All of the lines in (a) overlap, indicating no
effect on the central energy.

that will be knocked off and eventually form an output current.

The recommended operating voltage for the Magnum 5900 Channeltrons is be-
tween 1.4 to 2.2 kV which correspond to gains ranging from 10° to 107 [50]. As with
the previous calibration procedures, the ion source voltage was scanned at a variety
of bias settings. The channel energies remain constant throughout the scan (Fig-
ure 2.16(a)) and the heights increase exponentially as the bias is increased (b). The
relative gain (normalized to channel 5) varies differently for each individual chan-
nel. This could be due to slight differences in manufacturing or the angle at which
particles strike the Channeltron surface.

Unfortunately, the calibration ion source puts out a signal much weaker than
the flux measured during an MST pulse with NBI. The minimum bias voltage that
produced usable calibration signals was 1.6 kV, which is typically the maximum
voltage used during experiments with the ANPA’s default aperture. In the past, 1.3
kV was used as the default detector bias setting to avoid Channeltron saturation
during NBI. Relative gain coefficients were obtained for this setting by extrapolating
a linear fit to the data in Figure 2.16(c). This is far from ideal, as one can see that
there is quite a bit of nonlinearity in the calibration data. To alleviate the need

for this extrapolation, a smaller aperture has been used in recent runs so that the
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Channeltrons can be run at 1.6 kV without saturation.

Accelerating grid calibration

The effects of the accelerating grid were briefly described earlier in this chapter.
Namely, the voltage on the grid should have little to no effect on the final signal.
Rather, it should simply shift ions up in energy by V4 so that each channel’s central
energy is shifted down by V... The channel widths are determined by geometric
effects and should not be affected by the grid voltage, unless the grid caused additional
scattering. This should in theory be negated by the lens.

One effect that should be mentioned when discussing the effect of the grid on
the calibration is that the carbon foil, even when no voltage is applied, slows down
any atoms or ions that pass through it. The amount of slowing is of the order
4.4x1073d\/E (keV), where d is the thickness of the foil in A and F is the ion energy
in keV [51]. For our 10 nm foil, a 25 keV ion would slow down by approximately 2.2
keV. However, because the foil is in place during calibration, any slowing is already

incorporated in the measured central energies of the channels.

2.4 Modeling of signal contributions on different
viewports

The ANPA measures the products of a fast ion population ny; exchanging charge
with a background neutral population ny. However, only a fraction of the neutrals
generated make it to the ANPA. Ions must have the correct pitch at the location of
charge exchange such that the resulting neutral’s straight path leads into the ANPA

collection region. This critical pitch, ~., varies with the magnetic field structure and

the orientation of the ANPA with respect to MST. Unlike in a tokamak, the poloidal
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and toroidal fields in the RFP are of comparable amplitude, with the toroidal field
crossing zero and reversing near the plasma edge. Consequentially, ions near the edge
with high pitch v = v)|/|v| are actually traveling in the poloidal direction and would
not be detected by a toroidally-viewing NPA. Signal is further reduced by the chance
of reionization before the neutral reaches the ANPA. The fraction that reionize, f,,
is calculated from the sums of ion impact ionization, electron impact ionization, and
ion-neutral charge exchange. Taking these effects into account, the measured neutral

flux is
Lo = [ o (70)es 8y =20) (L= £r) 2.1)
L

f'l"(g) — e_ J},D(n‘i(Jv>1mpﬂct+nf(Jv)impﬂct+ni(gv)cx)d£ / I‘UJ"EI (2.2)

where all quantities vary with distance along the ANPA line of sight [, and the

pitch ~ is defined as

= - = = 3 (2.3)

TRANSP modeling of the fast ion distribution generated by NBI produces esti-
mates of the pitch distribution and density of fast ions [25,52]. The critical pitch 7,
and reionizing fraction f, can be determined from equilibrium reconstructions, and
the neutral density ng is calculated from modeling of the measured D, line emission
using the NENE Monte Carlo code (discussed further in Appendix 1). Due to the
finite solid angle of the ANPA, the delta function in Eq. 2.1 will actually have a finite
width around the critical pitch .. The ANPA’s solid angle has not yet been precisely
characterized, but due to multiple apertures in the flight tube, it is believed to be

well-collimated. For this model, ions with minor pitch deviations (|y — 7.| < 0.04)
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Figure 2.17: The radial view has a much shorter path length that follows a straight
trajectory through the plasma core. The tangential view has a substantially longer
path length and spends a larger portion of its trajectory in the plasma mid-radius
and core.

are considered. By combining these calculations, analysis of the signal contribution
along the ANPA’s line of sight can be performed.

We first consider the simpler sightline from the ANPA’s radial (“perpendicular”)
viewport. Figure 2.17 shows the trajectory of the sightline through MST, and Fig-
ure 2.18 shows the results of modeling Equation 2.1 for a 300 kA, F=-0.2, n,=0.5¢13
cm™? standard MST discharge. Panel (a) shows the edge-peaked neutral density (es-
timated by NENE) and the core-peaked fast ion density (estimated by TRANSP) as
a function of the path length along the ANPA sightline. Panel (b) shows that the
required fast ion pitch to make it into the detector is 0 along the entire path length
- this makes sense because the ANPA is viewing radially and B, = 0. In red, the
fraction of ions with 4 =~ 0 is seen to be highest in the edge of the plasma, particu-
larly the outboard edge (closer to the ANPA). In green, the fraction of CX neutrals
that will be lost to reionization is plotted - those born closest to the ANPA have the
greatest chance to make it into the detector. Panel (c) shows the results of combining
panels (a) and (b): in black, the total number of generated charge exchange neutrals

is plotted (nony; (ov)), and in red, the number detected after accounting for pitch
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Figure 2.18: ANPA signal modeling for the radial view. Panels (a)-(c) show properties
of the neutral and fast ion populations along the ANPA line of sight. Panels (d)-(f)
show how much of the total measured signal originates from ions of varying location,
pitch, and energy.

and reionization is plotted. We see that on this view, most of our signal comes from
the outboard side of the machine, closest to the ANPA.

In panels (d) - (f) we look at the total measured signal as a function of radius,
pitch, and energy. In (d) we see that the measured signal is fairly evenly distributed
throughout the mid-radius and edge of the plasma, ¥,opm ~ 0.4-0.9. As one might
expect from the required pitch plotted in (b), (e) shows the all of our signal comes
from the lowest pitch bin. Finally, in (f) we see that about 25% of our signal comes
from the beam’s half-energy component and a significant portion comes from ions that
have already slowed down below the 25 keV injection energy. From these results, we
conclude that the radial view is a very poor representation of the majority of the
beam-injected ions which are estimated to be very core-localized and high pitch.

However, it can tell us a fair amount about the half-energy component and about
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Figure 2.19: ANPA signal modeling for the tangential view. Panels (a)-(c) show
properties of the neutral and fast ion populations along the ANPA line of sight.
Panels (d)-(f) show how much of the total measured signal originates from ions of
varying location, pitch, and energy.

low-pitch fast ions that have begun to slow down and wander radially outward.

The tangential or “parallel” view tells a very different story. In Figure 2.17
and 2.19(a) we see that this view has a much larger portion of its path length in
the high-nz;, low-ng core of the plasma. The pitch required for detection varies sub-
stantially along the path, with a negative pitch required at the plasma edge and a
high pitch (~0.85) in the core. The fast ion pitch is most in line with the required
pitch in the edge and core, dropping off in the mid-radius. As before, the chance
for reionization grows with distance from the ANPA. Since the path length is much
longer than the radial view, the attenuation is as large as 60% at the far edge of
the machine. In (c), the generated neutral flux is fairly flat along the sightline as
the increase in ny; is balanced by the decrease in n,. However, the pitch selection

restricts the measured signal to the edge and core regions.
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Figure 2.20: ANPA signal modeling for the tangential view with DNB in standard
plasmas.

Looking at the overall signal contribution, roughly 55% of the measured signal
originates from core-localized, high-pitch, maximum-energy ions, roughly 40% comes
from edge-localized, low-pitch ions, and the remaining 15% is spread across the mid-
radius at a variety of pitch angles.

One of the original intents of the tangential view was use of the DNB for an active
neutral source in the core. Figure 2.20 shows the modeled results of the additional
DNB neutral population in a standard F=-0.2 plasma. Here, a very basic model
of the DNB is used with [=4 A, E=42 keV, and a non-diverging Gaussiam beam
width of 3.5 cm. While the DNB does increase the neutral density and number of CX
products by a factor of ~2 (blue symbols in (a) and (c)), the amount of the total path
length spent intersecting with the enhanced neutral density is low. In panels (d)-(f),
the signal contributions with and without the DNB are nearly indistinguishable.

In PPCD discharges (described in more detail later in this chapter), the back-
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Figure 2.21: ANPA signal modeling for the tangential view with DNB in standard
plasmas.

ground neutral density is substantially lower, so the addition of the DNB neutrals
should have an even larger effect. Figure 2.21 shows the modeling results. We now
see a factor of ~4-5 increase in the neutral density and CX products, and a small but
noticeable shift in the number of core-localized, high-pitch ions (from roughly ~65%
without DNB to ~70% with).

Despite the difference observed in modeling, no measurable differences have been
seen in experiments with and without the DNB in PPCD. There are a number of
possible explanations. First, alignment of the ANPA is difficult. The ANPA is aligned
by pointing a pen laser through the center of the ANPA input aperture and aligning
that laser point to the DNB alignment probe. In theory, this should guarantee good
alignment, but in practice, small errors in the alignment of the laser to the ANPA body
or the insertion depth of the alignment probe could result in only a partial intersection

between the ANPA sightline and the edge of the DNB. Second, NENE estimates of
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the neutral density in PPCD are believed to be inaccurate. Although most alternative
estimates indicate the true core neutral density is lower than the NENE estimate (thus
leading to a larger expected effect from the DNB), the inaccuracy in the edge profile
is unknown and could muddle the signal. Additionally, the TRANSP distributions
in PPCD could be highly inaccurate due to TRANSPs inability to model portions of
the plasma with q < 0, which is nearly half the plasma in PPCD. Finally, it may be
possible to see a difference using multi-shot averaging and subtraction of data from
non-DNB shots, but the repeatability of plasmas with good PPCD, NBI, and DNB
is low, and substantial run time has not been dedicated to this pursuit.

Since most of the data in this thesis is from standard, reversed plasmas, no attempt
is made to utilize the DNB for an active view. However, the assumption that the
passive tangential view provides a good measure of the core-localized, high-pitch NBI
population has been justified in other experimental results.

First, during a helical distortion of the plasma core known as QSH or SHAx
(described in more detail in the next section), the measured ANPA signal drops to
less than half its pre-SHAx value. This drop in signal is attributed to a loss in
confinement of the core-localized, high-pitch fast ions in the presence of the helical
perturbation [27]. However, the helical distortion only affects the core of the plasma;
the outer flux surfaces remain axisymmetric. Thus, the edge-localized, low-pitch ions
are not affected, accounting for the small amount of signal measured signal during
the SHAx state.

Second, the NBI drives a number of energetic-particle-driven modes (EPMs) that
cause non-classical fast ion transport [26,28]. A reduction in ANPA signal is corre-
lated with bursts of EPM activity, and the spatial location of these modes is identified
using the FIR interferometer. A fast ion loss rate can be defined as the negative time

derivative of the normalized ANPA signal, v = —ﬁa"ﬁ%. When only a sin-
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Figure 2.22: Before multiple EPMs nonlinearly interact (black points), the fast ion
loss rate determined from the slope of the ANPA channel closest to the primary beam
energy scales with E’i’ia, suggesting strong interaction between the core-localized n=>5
mode and the fast ions. After the growth and nonlinear interaction of other EPMs
(red points), the loss rate is higher.

gle mode (n=5) is active, the loss rate scales with b22, (Figure 2.22). After the
other EPMs become unstable and interact nonlinearly, the loss rate is even greater;
however, the strong correlation between the ANPA signal and the single-mode fluc-
tuations supports the notion that the measured fast ions originate in the core (where
the n=5 mode is resonant).

A third experiment lends support to the modeled edge localization of the radial
ANPA view. In low current, non-reversed (F=0) plasmas, ANPA signal corresponding
to the primary energy beam ions is dramatically reduced when the current is lowered
below approximately 220 kA. The gyroradius scales as | B|™!, so as the plasma current
gets lower (and therefore the poloidal field magnetic field near the edge of the plasma

gets lower), the gyroradius will increase. In fields this low, the gyroradius can be
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Figure 2.23: As the plasma current increases slowly throughout the discharge, the
full-energy beam component becomes more prominent. It is theorized that particle
orbits in the edge are transitioning from a scrape-off orbit to a confined orbit as their
gyroradius decreases.

as big as 20 cm or more. At some point, the gyroradius will become so large that
orbits will transition from confined to lost. The particles comprising the half-energy
component of the beam have a smaller gyroradius and are therefore not lost. A
careful study has not yet been performed, but Figure 2.23 shows an example in
which the plasma current rises throughout the plasma “flat-top” and the ANPA-
measured beam signal grows stronger throughout that rise. Although this does not
directly support the claim that the tangential view measures core ions, it supports
the modeling procedure by validating that the radial view indeed measures ions from

the edge.
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Figure 2.24: Sample ANPA data from an F=0 discharge.

2.5 Initial survey data and analysis techniques

In this section, sample ANPA data is presented in a variety of plasma conditions.
Unless otherwise noted, this data is from the tangential viewport and minimally
processed, with only the relative calibration applied; that is, the quantity plotted
is still the full convolution of effects discussed in the previous section, ['yeqs =
J; mongi (ov) , 6 (y =) (1 — fr) dl. Throughout this section, additional analysis

techniques will be introduced to better illustrate the n; contribution of the signal.

F=0 plasmas

Non-reversed or “F=0" plasmas are formed by pinning the safety factor at the wall
q(a) to zero. Because the m=0 surface is removed from the plasma, these discharges do
not experience large sawtooth crashes and therefore provide a good target discharge
for studying basic diagnostic behavior.

In Figure 2.24, tangential ANPA data from a sample 200 kA F=0 discharge with
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Figure 2.25: Sample ANPA data from an F=-0.2 discharge.

NBI is shown. As NBI turns on at 12 ms, ANPA signal is observed in the channels
corresponding to the injected beam energy. The signal quickly spreads to channels
below the beam energy as a slowing-down distribution is formed in the plasma. Ad-
ditionally, signal from the half-energy component of the beam is observed in the
appropriate channel, although in this case the slowing of the primary beam energy
is dramatic enough to overlap with it. After the beam turns off, the slowing of the
remaining ion population is observed. The 95% H 5% D beam fuel drives beam-target

fusion and produces a measurable neutron flux that tracks well with the ANPA signal.

“Standard” (F=-0.2) plasmas

In reversed (or so-called “standard” RFP) discharges, sawtooth relaxation events play
a major role in the dynamics of the plasma. In Figure 2.25, tangential ANPA data

is plotted for NBI into a standard discharge with F=-0.2. The classical slowing time
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Figure 2.26: Sample ANPA data from an F=-0.3 “EC” discharge.

for fast ions is much longer in this 400 kA plasma compared to the cool 200 kA F=0
plasma from Figure 2.24, allowing a much clearer delineation between the full- and
half-energy beam components. In addition to the features observed in the 200 kA
F'=0 discharge, ion acceleration is observed at the sawtooth crash. The details of this

acceleration will be discussed in detail in Chapter 4.

Enhanced confinement (“EC”) plasmas

“EC” or “enhanced confinement” discharges occur at low density (n. < 0.5) and
deep reversal (F < -0.3). These conditions can spontaneously lead to relatively long
quiescent periods between sawteeth, punctuated by small bursts (~10 G) of m=0
activity. The resulting sawtooth crash after an EC period is generally much stronger
than typical sawteeth in “standard” plasmas.

In Figure 2.26, tangential ANPA data is plotted during an EC discharge. Fluctu-
ations in signal amplitude and some energization is observed during the m=0 bursts

during the EC period, and a large amount of energization occurs at the violent saw-
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Figure 2.27: Sample ANPA data from a PPCD discharge.

tooth crashes before and after the quiescent period. The energization due to the m=0

bursts has not yet been closely studied or characterized.

PPCD

Pulsed poloidal current drive [53] is a technique for suppressing magnetic fluctua-
tions by driving current in the plasma edge, leading to improved plasma confinement
and performance. Fast ion confinement is also enhanced during PPCD [25] which,
in theory, makes PPCD a good target condition for fast ions studies and ANPA
measurements.

Figure 2.27 shows tangential ANPA data into a sample PPCD discharge. A steady
signal is observed during the PPCD period, followed by what appears to be a large

increase in the fast ion density and energy. However, it is important to remember
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that the ANPA signal is not a direct measure of the fast ion population, but rather
of the charge exchange products of fast ions and background neutrals (Equation 2.1).
Because of the enhanced confinement, plasma-wall interactions are reduced leading
to a much lower background neutral density during the PPCD period (D, emission
is plotted in Figure 2.27 as a proxy for the neutral density). As the PPCD period
comes to an end, the large outflux of hot particles results in significant wall interaction
leading to a quick increase in the neutral density up to an order of magnitude higher
than during the PPCD period. These discharges are the most striking example of the

need to correct for background neutral density in ANPA analysis.

Deconvolving contributions from changes in neutral density

This change in neutral density becomes problematic when trying to use ANPA data
as a measure of the fast ion population. With perfect knowledge of the fast ion profile
and the neutral density profile, one could simply deconvolve the neutral effects from
Equation 2.1 and obtain the underlying n; distribution. Attempts have been made to
reconstruct the neutral density profile using an array of D, detectors and the NENE
Monte Carlo code [54,55]. These efforts are covered in detail in Appendix A. While
improvements have been made compared to previous measurements, the accuracy of
these reconstructions is often called into question, particularly for PPCD discharges.

Additionally, TRANSP modeling of the fast ion density is troublesome in PPCD
due to the deep reversal. Because TRANSP uses the toroidal flux as a radial co-
ordinate, modeling can only be performed out to the reversal surface before that
parameter becomes non-monotonic. Thus, TRANSP modeling in PPCD forces the
user to ignore a large portion of the plasma volume.

Because of these difficulties, a rigorous accounting of the neutral density is not cur-

rently feasible. However, some simple adjustments can be made to make an approxi-
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Figure 2.28: Sample PPCD data with D, normalization.

mate correction. The line-integrated D, emission is proportional to the background

neutral density according to

T'pa = /J;none (0) peitation AL (2.4)

Although the D, emission detectors are not colinear with the ANPA sightline, an
approximate cancellation of the effect of background neutral density can be made by
dividing the ANPA signals by the D, emission and multiplying by the line-averaged
electron density (cross sections, pitch effects, and other constants have been omitted

for clarity):
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corrected
Cavpa™ = Tanea- 5 (2.5)
a
= MNoff;
NoNe
>~ Nf

After making this correction, the character of the ANPA during the transition
after PPCD is greatly altered (Figure 2.28). Instead of an apparent increase in signal
level and ion energy, we now see a much more believable reduction in signal as the

fast ion population experiences a sudden degradation in confinement.

QSH/SHAX

At high plasma current and low density, the core-most tearing mode (for MST, the
n=5) can grow to very high amplitudes and cause a spontaneous transition from
the typical axisymmetric RFP equilibria to one with a helical core [56]. This state
is commonly referred to as the Single Helical Axis (SHAx) or Quasi-Single Helicity
(QSH) state, depending on how much larger the dominant tearing mode is compared
to the secondary modes.

Two observations about the interaction of fast ions with the QSH mode can be
made from examining the ANPA data in Figure 2.29. First, as the n=5 mode ramps
up to high amplitude, a slight acceleration of the fast ion population above the beam
injection energy is observed. Second, as the secondary modes (n=6,7 etc.) decrease
and the SHAx state establishes, the ANPA signal decreases significantly. After the
SHAx state relaxes back into a multiple-helicity state, the ANPA signal returns to
previous levels. Although it was first suspected that the fast ions were simply under-
going a spatial or pitch redistribution and no longer being measured by the ANPA,

recent studies using a beam blip technique and analysis of the neutron flux have shown
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Figure 2.29: Sample ANPA data from a (QSH discharge. The purple vertical line
denotes the time when the n=6 and other secondary modes decrease and the SHAx
state is established.

that, although fast ions are well-confined in the standard multiple-helicity RFP, their

confinement time decreases significantly in the single-helicity regime [27].

Bulk plasma measurements

Although the ANPA is typically used to study NBI-sourced fast ions, large reconnec-
tion events can generate a substantial fast ion tail in the bulk plasma [42]. The upper
end of this fast tail is within the energy range of the ANPA, and some attempts have
been made to measure it. For exceptionally strong reconnection events (such as those
following a quiescent period in EC plasmas), a measurable signal is present in the
lower ANPA channels (Figure 5.5). Some attempts have been made to characterize
the upper end of the tail, but analysis is complicated by several factors.

First, the background neutral density changes dramatically at a sawtooth crash,

and without the consistent NBI fast ion population, it is difficult to tell how much



51

1121006103 (tangential view)

" nHux (au)

Energy (keV)

0 10 20 30 40 50 60
Time (ms)

Figure 2.30: Sample ANPA data from an EC discharge with no NBI. Signal corre-
sponding to the fast tail of the bulk deuterium population is observed at sawteeth,
coincident with sharp increases in neutron flux. This data is not normalized to
changes in H,, so some of the signal increase can be attributed to neutral density
changes. The gap in signal around 18 kV is due to poor calibration of the deuterium
channels at the time this data was taken.

signal comes from newly-generated fast ions and how much comes from an increase
in background neutral density. One can use the D, normalization procedure outlined
earlier in this chapter, but the profile effects that are not accounted for in that method
are likely important.

Second, the signal levels for these events are much smaller than the levels obtained
during NBI, and thus UV and other noise becomes an issue, particularly at the
sawtooth crash. On the radial view especially, large signals corresponding to UV
noise are observed on all ANPA channels and do not exhibit the typical slowing time
behavior of a real particle signal. Techniques for noise reduction and subtraction are
discussed in the next section, but have not been refined enough to make conclusive

statements about the real fast ion signal. This is an area that would benefit from
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further development in the future.

2.6 Noise analysis and subtraction

Several methods have been developed to monitor noise on the ANPA signals from
ultraviolet light, stray charged particles, and electromagnetic pickup. First, a coaxial
cable has been run from the digitizer crates to the ANPA along the same path as the
real signal cables. This allows monitoring of any electromagnetic pickup by the cables
themselves. Additionally, plasma shots can be taken with the gate valve between the
ANPA and MST closed, blocking all particles and light from entering the ANPA
chamber. Both of these methods indicate negligible levels of electromagnetic noise.

Noise from charged particles and UV light are harder to measure and diagnose.
A large permanent magnet can be placed along the ANPA flight tube such that it
bends the trajectories of any stray charged particles into the grounded flight tube
wall. Thorough analysis and testing with and without the magnet has not been
performed, but cursory attempts at using the magnet to reduce noise when present
did not seem to have any effect.

Two primary methods are used to characterize the UV noise picked up by detec-
tors. First, the steering capacitor can be turned off such that no real charged particle
signal is incident on the detectors. UV should be unaffected, and thus whatever signal
is present is the UV contribution to the real signals. While this method should work
in theory, there are additional complications in practice. Although not bent into the
detectors, the charged particle flux does still enter the ANPA and will impact the
chamber wall, possibly creating secondary electron emission or light emission that
may be picked up by the detectors. Indeed, some of the detectors measure higher

signals with the steering capacitor off than with it on (Figure 2.31). By attempting to
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Figure 2.31: Scatterplots show the relationship between each ANPA channel and
the noise detector. Black points correspond to signal at a particular time snapshot
for a number of "noise shots” in which the steering capacitor is set to 0. Higher
signal on the noise detector (x-axis) corresponds to higher signals on each individual
detector (y-axis). The highest signals are seen during sawteeth. In green, a second-
degree polynomial is fit to the black points - this is the value that will get subtracted
from real data depending on the noise detector signal at each time point. In red,
data from a particular shot with NBI is shown, with the steering capacitor set to
its normal value. The bulk of the NBI signal lies above the noise in the first several
channels. However, for the higher-energy channels, more signal is observed in the
noise shot than the real shot, suggesting that an additional noise source is present
when the capacitor is set to zero.
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Figure 2.32: Radial ANPA data in an F=-0.2 discharge. Noise is seen in purple at
the begging of the shot, and in the high-energy channels at each sawtooth crash.
A cleaner signal is obtained after subtracting signal proportional to each channel’s
correlation with the noise detector (seen in Figure 2.31).

isolate the UV noise, an additional noise source is created that is not present during
normal operation.

Because of the complications in the previous technique, a second and more reliable
method of UV noise measurement was implemented. A UV-transparent window was
installed in the ANPA aperture wheel that allows UV to pass through while blocking
charged particles. This allows for a measure of the UV as it will be picked up during
real measurements, without an additional noise source being generated.

Using the additional SEM that was installed outside of the charged particle path,
a relationship can be calculated between the signal on the “noise detector” and each
other detector during discharges with the UV window in place. Then, during normal

operation without the window, the signal on the noise detector can be scaled and
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subtracted from each signal (Figure 2.32).

UV noise can also be mitigated to some degree by designing light traps and min-
imizing the number of reflective surfaces inside the ANPA chamber, but this would
require substantial modification to the interior of the ANPA and has not been deemed

necessary thus far.

2.7 Summary

This chapter covers the development of a powerful new diagnostic for measuring
fast ions on MST. Numerous hardware controls are investigated, calibrated, and op-
timized. Modeling of radial and tangential sightlines is performed to identify the
key contributions to the measured signal, accounting for background neutral parti-
cle density, geometric effects, and reionization. Noise sources are characterized and
subtraction techniques have been developed and utilized when signal-to-noise levels
are insufficient. All of these preparations are crucial for the accurate interpretation

of ion acceleration measurements in upcoming chapters.
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Chapter 3

Modeling of the sawtooth-induced

electric field

3.1 Ion runaway physics

In 1958, Harry Dreicer presented work on the effects of a static electric field on elec-
trons in a plasma [57]. If the electric field is greater than the drag due to collisions,
the electrons accelerate. The drag for a test electron on other electrons and ions de-
creases as mvv ~ 1/v? meaning that the motion of slower electrons will be dominated
by drag while faster electrons have low enough drag that they can be accelerated by
the electric field. As these electrons are accelerated, the drag on them continues to
drop, and they “run away” to speeds much higher than the thermal distribution. The
critical electric field at which the electron thermal velocity is sufficient to runaway is
known as the Dreicer field and is defined as:
B 2mneed In A

Bp = =20 (3.1)

In a followup paper in 1960, Dreicer outlined the conditions for ion runaway
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[58]. In order for ions to enter a collision-free regime and run away, they must
have a speed much greater than the electron thermal speed, requiring T; >> T..
These conditions are not typically relevant in laboratory plasmas. However, in 1972,
Furth and Rutherford refined the calculations and showed that in the presence of
enhanced resistivity from high-Z impurities and/or magnetic trapping of electrons,
ion runaway can be achieved in tokamak-relevant conditions [59]. A brief summary
of the derivation in Furth and Rutherford follows.

Consider a plasma with uniform magnetic and electric fields Band E. To simplify
notation throughout this chapter, let the electric field be parallel to B (i.e. E=Eb=
Ej). The primary ion species has mass m;, charge Z;e and density n;. Due to high-
Z impurities, the plasma can be considered to have an effective charge Z.;re such
that this effective charge can be invoked in the overall quasineutrality of the plasma,
Zeffni = Ne.

Now, consider a test ion with mass m,, charge q,, and velocity v,. The parallel
equation of motion for this test ion is

dv,

where F¢ and F* are the frictional drag terms for the test particle on electrons

and ions, respectively. Each friction term can be separated into drift and rest terms:

F = Fo + Fg© (3.3)
e S (34)
F§€ is the friction the test particle would feel if the electrons were at rest and

Fg¢ is the contribution due to the electron drift (and similar for ions). A frame of

reference is chosen such that the bulk ions are at rest (F3* = 0).



58

To calculate the friction due to electron drift, consider the force balance for the
bulk electron and ion populations. For the electrons to be in equilibrium, the electric
force on electrons must be exactly canceled by their drag on background ions. Thus,

the electron drift friction felt by ions is:

ni F¥ = neeE (3.5)

The functional dependence of the collisional friction on ion charge is Z?2, so using

Equation 3.5, the electron drift friction for the test ion can be written as:

Z% Z2% n.e
Foo = 2 Fie= 22 F (3.6)
ngf ngf i

From quasineutrality (Z.ssn; = ne), this can be simplified to:

ZQ
Foe— Za.p (3.7)
Zess

Using Equations 3.3, 3.4, 3.7, and the ion rest frame condition, the equation of

motion for the test particle becomes

dv,, Z2 . i
Mo~z = g B — ZEHBE —F = Fo
Z, ,
= g F (1 — ) — Foe — F (3.8)
Zesy

Furth and Rutherford define an “effective” electric field E* = E (1 — Zz?f) so the

expression can be simplified further to:

dva ,
ma—2 = quB* — F§* — Fg' (3.9)

Considering only the effects of impurities (and not the trapped electrons, which

will be considered further below), a few features can be readily identified. First,
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runaway can occur if the force from the effective electric field overcomes the friction
from the bulk electrons and ions. Second, if the test particle charge is equal to the
bulk plasma charge (for example, a hydrogen test particle in a hydrogen plasma with
no impurities), the effective electric field becomes zero and the test particle can never
run away.

In this thesis, hydrogen test particles injected with the neutral beam will be
considered in a background deuterium plasma with impurities. Z.ss is a notoriously
difficult parameter to quantify, but estimates typically range from 2 to 6. In any case,
some amount of the electric field will be felt by the NBI-born test particles.

The effect of trapped electrons is considered by reexamining the force balance in
Equation 3.5. Because current is carried by the passing electrons, those electrons will

be in force balance with the ions and trapped electrons such that

n'"el = nFif +nlr FO (3.10)
Carrying this through the rest of the above derivation, E* becomes:

£
Zangn T

Ef=|1- % (3.11)

neF g
P. Helander et al. have examined the ion runaway process in MAST [60] and
have rewritten the effective electric field in a more usable (though even less visually

comprehensible) form using dimensionless parameters depending on only Z.f; and

the trapped electron fraction f;:
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Figure 3.1: Contours of the amount of electric field felt by a test ion are plotted vs.
Zegss and trapped electron fraction. For the lower bound of estimates in MST (Z
= 2, fy = 0), the test ion will still feel over 50% of the electric field.

C=Zyr—1 (3.12)
=1/~ f) (3.13)
E*_ (. 39642502+ ((421+3.24z) + Cl+a) = (3.14)

E ~1+( " 259(0.65+2)(1.44 + ) + (324 + O)(1 + 2)2 1+ C

Equation 3.14 has been plotted in Figure 3.1 to better illustrate the dependence
of the effective electric field factor on Z.¢; and the trapped electron fraction. Note
that for standard MST plasmas, the trapped electron fraction can range from 10-60%
from the core to the edge (Figure 3.2(a)) and estimates for Z.; range from 2-6. For
Zessr = 4, aslice of the E* contour is plotted in Figure 3.2(b) and shows that the ions
should feel roughly 75-85% for any applied electric field.

Armed with Equations 3.9 and 3.14, the motion of a test particle can be predicted
if the electric field profile, collisional friction, Z.fs, and trapped electron fraction

are known. The electric field profile and collisional friction will be discussed in the
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Figure 3.2: (a) The trapped fraction (as calculated by MSTFIT) can range from 10-
50% in standard MST plasmas. (b) For Z.;; and the trapped fraction in (a), a test
ion should feel 75-85% of the electric field.

following sections.

3.2 Calculation of plasma friction

The total friction a test particle encounters (after rearranging the drifting components

into the effective electric field, as derived above) is given by:

F=Fs+Fg

e fa%]
= MuUagly + MaUaly

Ma mev2\ 4met Z2\*n,
:m“”“{ () v (5i) ") (319

Mg myv2\ Ame*Z2Z2: A,
[(1 ) (G ) s
Ame*Z2 [ e Ma mev? 9 o Mg m;v2
=t [ () v (i) + 2o (152 v (57

where A*? = In A®® is the Coulomb logarithm and the function % () is the nor-

malized integral of a Maxwellian speed distribution, defined as:
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Figure 3.3: The frictional force for a test electron (a) and a test ion (b) is plotted
for a typical MST plasma. Test electron slowing is always dominated by electron-
electron collisions, while test ions transition from primarily ion drag at low energies
to primarily electron drag at high energies.

Y (z) = % fo "2ty (3.16)

™

The friction is thus functionally dependent on the electron density and tempera-
ture, the ion density and temperature, Z,s¢, and the mass and velocity of the test ion.
The frictional force for a test electron and a test ion in a 300 kA, F=-0.2 plasma with
ne =n; = 0.7x 1012 cm ™3, T, = 450 eV, and T; = 400 €V is shown in Figure 3.3. The
friction profile for electrons is monotonic as the high speed of electrons with respect
to the thermal ion speed means that the argument for ¢ (z) is greater than 1 for
electrons and ions. However, thermal ions have a speed much less than the thermal
electron speed, meaning that the argument of ¥ (z) transitions from much less than
1 to much greater than 1 as ion energy increases. This leads to the double-hump
structure seen in Figure 3.3(b). The effects of Z.sf, density, and temperature are
illustrated in Figure 3.4.

To imagine the effects of an applied electric field to the test particles, one can draw
a horizontal line on the plots in Figure 3.3 or 3.4 at the appropriate effective electric

field strength. In regions where the electric field is greater than the friction, the test
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Figure 3.4: The friction on a test ion is plotted in varying plasma parameters. In (a),
Zeysy is varied for constant density and temperature. In (b) and (c), the density and
temperature are varied respectively, with n, = n; and T, = T;. Varying the electron
and ion parameters individually would shift one of the two humps, but not the other.

particle will accelerate; in regions where it is less, the test particle will slow down. If
the electric field strength lies above the local minimum in the test ion friction curve
but below the second local maximum, ions will accelerate up to a point where the
friction balances the force from the electric field. If the electric field strength is higher

than the local maximum, the ion can accelerate without bound and “run away.”

3.3 Calculation of the electric field profile

As discussed in Section 1.2, the changing magnetic fields during a sawtooth event
generate inductive electric fields through Faraday’s Law. While the voltages at the
toroidal and poloidal gaps give an indication of the total flux change, a measurement
of the local electric field in the plasma core is needed to calculate its effects on the
core-localized fast ion population.

With no direct measurement available, equilibrium reconstructions are performed
using the MSTFit Grad-Shafranov solver [61]. A time series of equilibria can be
constructed throughout the sawtooth cycle, and the local electric fields can be cal-
culated from the finite differences in the magnetic field profiles. The density and

magnetic field are constrained with internal measurements from the FIR polarime-
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Figure 3.5: The toroidal electric field is calculated from the change in poloidal mag-
netic flux through a circular disc in the R — ¢ plane.

ter /interferometer [62-64] and edge magnetic coils, and the electron temperature is
constrained with data from the Thomson scattering system.
To calculate the electric field from the changing magnetic fields, we begin with

Faraday’s Law in its integral form:

Lol d [ = -
fE-ds:—E/B-dA (3.17)

If we wish to calculate the electric field in the toroidal direction Ey4 at major radius

R (and for simplicity, Z=0), we can consider the poloidal magnetic field B, crossing

through a disc of radius R:

2w R 2w OB
f EyRdp = — / f %% RIaR de (3.18)
0 0 0 at

Here, we have brought the time derivative inside the integral by assuming that
the surface of integration does not change in time. In reality, each discrete MSTFit

reconstruction will have slightly varying flux surface locations. To justify moving
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Figure 3.6: The poloidal electric field is calculated from the change in toroidal mag-
netic flux through a circular surface in the » — 6 plane.

the time derivative inside the integral, a single set of flux surfaces is chosen, and all
relevant quantities for each reconstruction are interpolated from their respective flux
surfaces onto the fixed set.

By assuming toroidal symmetry and noting that —Vj,, is the voltage produced by
the flux change between R = 0 and R = Ry — a, Equation 3.18 becomes:

R /
E4(R,t) = ﬁ (vpg(t) —on fRO %R’m) (3.19)

Note that great care must be taken with the signs of V,, and B, as the sign
conventions are often inconsistent between the MDSPlus database and various sub-
routines inside MSTFit. For a more detailed handling of the signs and alternate
derivations of the electric field, see Appendix B.

The poloidal electric field can be calculated in a similar manner from the change
in the toroidal magnetic field. Beginning again with Faraday’s Law, the change in

toroidal magnetic field through a circle in the poloidal plane (Figure 3.6) is:
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Figure 3.7: The toroidal magnetic field decreases in the core and edge, but increases
throughout the mid-radius for a net increase in toroidal flux. The poloidal magnetic
field decreases throughout the core and mid-radius, but increases at the edge.

2w
/ Eyrdf = — f / OBt 1o (3.20)
0

The assumption of poloidal symmetry cannot be made due to 1/R effects in the

toroidal field, so we are left with:

(r,t) = ——i / ’ 6Bt(r %0 g (3.21)

27r

For purposes of calculating the effect of the electric field on a test particle, the
component of the electric field parallel to the background magnetic field is calculated:
E-B
E = ——

I |B|

Results are plotted in Figures 3.7-3.9 for an ensemble of 318 sawteeth in 300 kA,

(3.22)

F=-—0.2 plasmas with n.=0.5 x10'® em™. The MSTFit equilibria were constrained
with FIR interferometry and polarimetry data [62-64] and Thomson scattering mea-

surements [65], and the solver was run with the MSTFit alpha model. Unfortunately,



67

Core electric field vs. time
80 T T T

Core E, (V/m)

20L 1 1 1
-1.0 -05 0.0 05 10
Time (ms)

Figure 3.8: The core electric field spikes dramatically at the sawtooth crash. Peak
values can range from 40-100 V/m in various plasma conditions.

Electric field profile at time of sawtooth
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Figure 3.9: Toroidal, poloidal, and parallel components of the electric field at its
peak.
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the MSE measurement of B(0) and Rutherford Scattering diagnostics were not avail-

able for this dataset [39,66].

3.4 Expected energization of fast ions

With the plasma friction and full electric field profile calculated in radius and time
throughout a sawtooth, the motion of a fast test ion can be predicted from Equa-

tion 3.9. First, a few assumptions are made:

e Because the TRANSP-predicted fast ion population is core-localized [25], the
value of the electric field will be taken to be the average electric field within
r/a < 0.15 + 0.05. Estimations of the friction, trapped electron fraction, and

all other relevant quantities are averaged over the same spatial area.

e Because the typical TRANSP-predicted pitch for the core fast ions is ~ 0.8,
the effective electric field is multiplied by 0.8 4+ 0.05 to estimate the component
parallel to the fast ion motion. This also serves as an error bar on the calculated

electric field magnitude.
® Z.ss is estimated to be 4 + 1.5.

e Because the background ions are heated at the sawtooth cash and no ion tem-

perature measurement was available, the ion temperature is approximated as

T, = 1.751..

e Because no ion density measurement is available, the ion density is approxi-

mated as n; = 0.8n..
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Figure 3.10: 100 predictions of ion energization with Monte Carlo variation in as-
sumptions. The mean and standard deviation of the results are plotted in red.

e The MSTFit-calculated n;, T,, and T; profiles (after the above assumptions are
made) are given error bars of 20%. Due to the high time resolution internal

measurements from the FIR, the n, profile is given error bars of 10%.

Test ion motion was evolved through a sawtooth using Equation 3.9. Relevant
quantities and the above assumptions were varied within their error bars using a
Monte Carlo technique to determine the uncertainty in the model prediction. The
results for the expected gain in energy of a fast test H™ ion in a 300 kA, F=-0.2, n,=0.5
x 10 ecm™ plasma are plotted in Figure 3.10. The mean and standard deviation of
the collection of Monte Carlo results are plotted in red. These predictions will be

compared to experimental data in the next chapter.
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Chapter 4

Measurements and analysis of fast
ion energization during

reconnection events

In Chapter 2, initial data from the ANPA in sawtoothing discharges was shown, and
energization of the NBI-born fast ion distribution was clearly observed. In Chapter 3,
the electric field throughout a sawtooth was calculated and a theory proposed for how
that electric field might accelerate fast ions. In this chapter, several experiments are
performed to characterize that energization process and compare with predictions

from the ion runaway model.

4.1 Analysis techniques

Sawtooth ensembling

Although the macroscopic characteristics of MST plasmas are very repeatable, the

precise dynamics surrounding each sawtooth can vary substantially from event to
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Figure 4.1: A collection of signals are collected for each sawtooth event and averaged
together to reduce statistical noise.

event. It is therefore common practice to collect an “ensemble” of sawtooth events
for more careful study. A number of MST plasmas are generated with similar density,
current, and reversal parameter. A time marker is then chosen to identify each
sawtooth event. Typically, a threshold is set on the toroidal gap voltage V;,, as its
value spikes dramatically at each sawtooth. The time at which V;, crosses the specified
threshold is designated as “t = 0,” and data is collected from diagnostics of interest
before and after this time. Individual events can be excluded based on deviation from
the desired plasma density or other parameters. When an acceptable set of sawteeth
have been collected, the measurements from each diagnostic are averaged together
so that a “typical” sawtooth for the target conditions can be studied with minimal
statistical error.

Sawtooth-ensembled data illustrating the gain in fast ion energy at a sawtooth

event is shown in Figure 4.1. At the sawtooth crash, the plasma current and density
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have small deviations upward and downward, respectively, but are otherwise held
steady. The magnetic fluctuations corresponding to various tearing modes spike dra-
matically. Prior to the crash, ANPA signals hold at a steady amplitude around the
beam injection energy (19 kV for this case). At the crash, a strong signal is seen in
higher energy channels, indicating acceleration of the beam ions. Note that the H,
emission, a proxy for the background neutral density, also increases at the sawtooth.
This has the effect of increasing the number of charge exchange collisions and thus
the total neutral flux entering the ANPA, which would result in increased signal even

for a fixed fast ion population.

Average energy formulation

By simply looking at the changes in the ANPA signals in Figure 4.1, it is hard to
specify exactly how much energy was gained by the ANPA-sampled portion of the
fast ion distribution. The time variation in the background neutral density further
complicates the problem. In order to study how the fast ion acceleration scales
with sawtooth strength and various plasma parameters, a reproducible method of
quantizing the amount of acceleration is desired.

For a given normalized distribution of particles f (U), the average energy of the

distribution can be defined as:

(U) = /f(U) U dU (4.1)

Translating the ANPA detector outputs into a normalized distribution function
requires application of the energy response of each detector obtained during calibra-
tion. At each point in time, the ANPA records 10 hydrogen measurements and 10
deuterium measurements. Considering only one set of detectors (say, the hydrogen

detectors), an ANPA measurement can be represented as a 10x1 matrix M. This
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measurement is a product of the ANPA “instrument function” I and the true distri-
bution function being measured, f. f can be discretized into an arbitrary number of
energy bins n such that the instrument function I will be a 10xn matrix describing
the response of each detector to an ion with energy in bin n; of the nx1 distribution

f. The measurement can then be written as the matrix equation:

M=1 f (4.2)
[ — L [
10x1 10xnnxl

To obtain the distribution function from the measurement, we can solve the inverse

problem:

f=I"'M (4.3)

Because [ is a non-square matrix with n > m, we must calculate the right one-
sided inverse. The right inverse is the matrix that will satisfy I I;e‘_;ht = I, where I,
is the identity matrix with m rows and columns. The right inverse of a generic matrix
I can be calculated as:

I, =17 1m™ (4.4)

By calculating the inverse of the instrument function in this manner, we can then
obtain the distribution function f from a set of measurements using Equation 4.3.
It is important to note that the distribution function returned will not be a unique
solution; there are a number of distributions that could produce any given set of
measurements M. However, the returned distribution will yield a more accurate ap-
proximation for the average energy (U) then using the measurement alone. Figure 4.2
illustrates the increase in accuracy by calculating (U) for three sample distribution

functions from the raw measurement versus the approximated distribution function.
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Figure 4.2: Three sample distribution functions (a Gaussian, a flat distribution, and
a Maxwellian truncated to the ANPA energy range) are used to illustrate the aver-
age energy estimation from a raw 10-point measurement compared to a distribution
function obtained from inverting the ANPA instrument function. For each case, the
average energy of the approximated distribution is closer to the true average energy
than the 10-point measurement.

The distribution function f(U) could be more rigorously calculated as a linear com-
bination of basis functions with no more than 10 free parameters; however, since the
desired result of this process is the scalar (U), this method is an effective and efficient
alternative.

To illustrate this technique in practice, two time slices have been chosen from the
data in Figure 4.1: one well before the sawtooth at t=-0.8 ms, and another right
after the sawtooth at t=0.17 ms. The approximate distribution function f has been
calculated at each time and plotted in Figure 4.3. By calculating f at every time point
within the ensemble window, the average energy (U) of the fast ion distribution can
be plotted versus time. The overall change in energy A (U) is calculated by taking the
and a baseline (U)

difference between the maximum energy (U), . , calculated

T initia

as the average (U) prior to the sawtooth (Figure 4.4).
Because the distribution function used to calculate (U) is normalized, this for-

mulation has the added benefit of eliminating first-order effects from the change in
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Figure 4.3: Approximate distribution functions are calculated before and after a
sawtooth event for a sawtooth ensemble with 19 kV beam injection. Before the
sawtooth, the distribution is approximately Gaussian and centered just below the
beam injection energy of 19 kV due to slowing of the beam distribution. After the
sawtooth, a high energy tail has been generated and a substantial portion of the
distribution is above the injected energy.

neutral density at the sawtooth crash. More subtle changes to the neutral density
radial profile could still have an impact on the measured signal, but our knowledge of
the full fast ion and neutral density profiles are not accurate enough to make further

corrections.

Sawtooth-triggered beam turn-off

Looking at the time trace of average energy in Figure 4.4, one might mistakenly think
that the energized fast ions slow back down dramatically within 1 ms and reach their
pre-sawtooth value within ~3 ms. However, previous work indicates the slowing time
for ions of this speed should be on the order of ~20-30 ms [25]. By looking back to

the full contour plot, one quickly realizes that this “slowing” is just the effect of many
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Figure 4.4: The average energy provides a much clearer picture of the ion acceleration.
The change in average energy A (U) can be determined from the maximum (red
dotted line) minus the baseline value (black dotted line).
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new, NBI-born fast ions being measured at the injection energy.

To obtain a clearer measurement of the evolution of the average fast ion energy
without this false “slowing,” a system was devised to turn off the NBI at the moment
a sawtooth occurs. A “sawtooth detector” circuit, previously implemented by J.
Sarff [67], monitors the toroidal gap voltage V,, in real-time and outputs a 5 V pulse
on a trigger line when V}, exceeds an user-specified threshold. A blocking time can also
be set to ignore sawteeth until after a specified time in the discharge. The sawtooth
detector trigger cable was wired to the NBI interlock circuit that monitors the plasma
current in real time and turns off the beam if the shot misfires or terminates early.
Using this setup, the beam can be turned off on the first sawtooth of a prescribed
strength after a prescribed time in the plasma. For the 300 kA F=-0.2 plasmas used
for much of the data in this thesis, the circuit was typically set up to shut off on
the first sawtooth after 30 ms exceeding Vg ~ 20 V (0.9 V on the uncalibrated V;,
signal). With the beam set to fire from 12-35 ms, this often resulted in 2-3 sawteeth
during the beam pulse, with the beam shutting off on what would usually be the last
sawtooth during its ~20 ms pulse time.

Figure 4.5 shows results from an ensemble of 300 kA, F=-0.2, n, = 0.5 discharges
in which the beam was turned off at a sawtooth event. Rather than being dragged
down by the sourcing of additional 19 keV beam ions, the average energy increases
at the crash and slows very gradually. With this technique, it is even easier to
characterize the amount of energy gained at the sawtooth crash. Note that for higher
densities (n, = 1.2 in Figure 4.6), the colder plasma has a much faster slowing time,
resulting in a quicker decrease in average energy even though the beam is off.

Using this method, if another sawtooth occurs soon after the beam turns off, the
already-accelerated fast ion population can be energized to even higher levels (Fig-

ure 4.7). While this could be used to study the effects of the acceleration mechanism
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Figure 4.5: Another sawtooth ensemble using the sawtooth NBI turn-off. A clearer
picture of the average energy (U) is obtained. Note that small increase in energy at
the end of the time window is due to the very low signal levels after the beam has
turned off. Analysis in this thesis only uses data within the first 1 ms after turn-off.

on ions at energies higher than the maximum NBI energy (25 keV), these events are

uncommon and inconsistent enough that this was not attempted.

Removing contributions from the half-energy beam
component

One final adjustment is necessarily to consistently calculate an accurate average en-
ergy (U). For beam energies above 20 keV, the half-energy beam component (gen-
erated from Hs; molecules in the NBI fuel) will be visible in the lower ANPA energy
channels. When calculating the average energy, the presence of half-energy ions will
artificially lower the average energy for these ensembles compared to cases below 20

keV where the half-energy component is not measured. To eliminate this unwanted



79

400 Y 200S
300 150 =
g 5
2 200} 1003
= 100 500
0 0002

0.0726

0.0581

0.0436

0.0290

0.0145

0.0000

2 1 0 1 2 3
Time relative to sawtooth (ms)

Figure 4.6: In a colder, higher density discharge, the average energy slows quicker,
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Figure 4.7: The beam is turned off at the sawtooth occurring at 26 ms. Subsequent
sawteeth at 31 and 33 ms continue to ratchet up the energy of the remaining fast ion
distribution.
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low-energy contribution, each ensemble has its approximated distribution function
f truncated at a user-selected value such that the half-energy component will not
contribute to the average energy. For uniformity, the same methodology is used to
truncate the ensembles in which the half-energy component is not present. This has
a systematic effect on both the base (U) and the A (U).

Several methodologies for choosing the truncation energy were evaluated. Success
was found in most cases by automatically truncating the distribution function at
values below 0.8 times the injected beam energy. However, as beam energy decreases,
the amount of truncation decreases, potentially skewing the results. Additionally,
in colder plasmas with more substantial slowing of the fast ions, more of the “real”
distribution is truncated for a given beam energy. Instead, the truncation energies
were handpicked to lie wherever the maximum signal originating from the primary
beam energy begins to trail off (for example, at the bottom of the green “beam”
of signal in Figures 4.5 and 4.6). This allows the truncation to remain relatively

consistent when varying any number of parameters.

Error estimation

The two primary quantities of interest for each ensemble are the average energy base-
line (U),,.1;; and the average energy change A (U). Each is calculated as a result of
the analysis procedure outlined above (including matrix multiplication, truncation,
and noise subtraction if necessary). This procedure makes direct propagation of the
measurement error difficult. Instead, to estimate the error for each quantity, the av-
erage energy is calculated for each individual sawtooth event. There is a moderate
amount of variability from sawtooth to sawtooth, and failures in the average energy
calculation for individual events are more likely due to fluctuating signal levels. How-

ever, for each ensemble, the quantities (U), ... . and A (U) are individually plotted to

initia
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Figure 4.8: Results for (U),..;., and A (U) for each sawtooth in a given ensemble.
Red lines indicate the outlier threshold from the Grubbs’ outlier test. The baseline
energy calculation typically has much less spread than the change in energy because
it is not affected by the individual sawtooth variability.

check that they form a rough Gaussian distribution. Outliers are detected using the
Grubbs’ test for outliers [68], verified by hand, and removed from the dataset. At the
conclusion of this process, a standard deviation can be determined from the spread

in individual sawtooth events. A sample of the typical spread is show in Figure 4.8.

4.2 Experiments to characterize fast ion

energization

Scaling with electric field strength

The most obvious experiment to determine whether the observed acceleration of the
NBI ions is due to the runaway mechanism described in Chapter 3 is to see if the
amount of energy gain is dependent on the strength of the electric field during the
sawtooth crash. The electric field was varied by adjusting the plasma current and
reversal parameter. For each case, polarimetry measurements were used in conjunc-

tion with MSTFit to calculate the electric field from a time series of equilibria as
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Figure 4.9: The electric field is scanned by varying the plasma current and reversal
parameter. Friction is subtracted so that energization can be studied as a function
of the electric field only. A positive correlation is observed.

described in Chapter 3.

Figure 4.9 shows the results of the electric field scan. The y-axis is the familiar
change in measured ion energy, while the x-axis is the time integral of electric field
minus the friction (one can imagine the area under the curve of a time plot of net
force). A positive trend is observed between the electric field force and the ion
energization. However, the electric field strength is one of many parameters that
scales with the overall “strength” of the sawtooth as one moves to higher current
and deeper reversal. A scatter plot of each sawtooth in the ensembles depicted in
Figure 4.9 shows that the amount of energization also scales with the decrease in
stored magnetic energy, a typical indicator of the sawtooth strength that is also

obviously tied to the electric field strength (Figure 4.10).



83

Energization vs. change in magnetic energy
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Figure 4.10: Ton energy gain is correlated with the drop in equilibrium stored magnetic
energy. The colors correspond to the various plasma conditions listed in Figure 4.9.

Scaling with initial ion energy

Another testable prediction from the ion runaway theory is that the amount of energy
gain at a reconnection event should scale with the initial ion energy. Other theories,
such as a first-order Fermi process from a multi-island reconnection process [33],
predict a similar scaling. A careful study of the relationship between initial energy
and energy gain is necessary to support or disqualify these theories.

To test this, the injection energy of the neutral beam was varied from its maximum
energy of 25 keV down to 10 keV, at which point beam operation becomes unreliable.
Initially, the beam current was lowered proportionally with the beam energy such that
a constant injected number density of fast ions was maintained; however, the results
had no dependence on the beam current, so in the final data sets, the maximum beam
current at each energy setting was used to maximize ANPA signal.

The results of the beam energy scan are presented in Figure 4.11. A positive
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Figure 4.11: Ion energy gain has a positive dependence on the initial ion energy and
agrees well with quantitative predictions from the ion runaway model. Note that
the error bars are centered around the mean of the distribution of A (U)’s calculated
for each sawtooth, and are thus not necessarily symmetric around the A (U) of the
ensemble-averaged data.

dependence is observed, roughly scaling as E'/2. The solid line is the prediction
from the ion runaway theory using the electric field calculated for these plasmas (300
kA, F=0.2, n. = 0.5x10' m™3). The dotted lines represent uncertainty in the ion
runaway modeling, calculated by varying the assumptions about Z.g, core-localization
and pitch of the measured fast ions, and T./T; ratio within reasonable ranges. The
value assumed for Z.g for the solid lines is 4, which provided the best agreement
between the data and the model.

To further explore the dependence of both the initial ion energy and the electric
field strength on the observed ion acceleration, a full beam energy scan was per-
formed in two different plasma conditions. After a survey of many target conditions

(e.g. various plasma currents, densities, and reversal parameters), the single MST
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Figure 4.12: Beam energy scans performed at low and high densities both scale with
initial ion energy. Less acceleration is observed at higher density due to increased
resistivity (leading to a lower electric field) and increased friction. All measurements
agree with ion runaway model predictions.

operational parameter that caused the largest change in measured ion energization
was the plasma density. Higher plasma density results in lower temperature and
therefore higher resistivity (for a given plasma current). Additionally, the friction is
higher creating a larger drag force that must be overcome by the energization pro-
cess. Figure 4.12 shows the result of the energy scans in 300 kA, F=-0.2 plasmas

with line-averaged electron densities of 0.5x10'® em™ and 1.2x10'% ecm™3.

Deceleration in counter-1, beam injection

The direction of the toroidal electric field is such that it reinforces the core plasma
current (it is inductively fighting the decrease in core current due to the flattening
of the current density profile). By flipping the direction of the plasma current with

respect to the MST vacuum vessel, we can then flip the direction of the electric
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Figure 4.13: By flipping the direction of the plasma current, the orientation of the
sawtooth electric field and the fast ion velocity can be reversed.

field with respect to the fast ions, which are always injected in the —I—(;AS direction
(Figure 4.13). The current is flipped by simply reversing the direction of the current
flowing through the poloidal field windings. Because the poloidal magnetic field is
generated by the plasma current, it is also flipped in this configuration. Using the
NBI with the current in the reversed direction is commonly referred to as “counter-
injection.”

Figure 4.14 shows ANPA data during a single, standard MST discharge with
the current direction flipped. Rather than the spike in signal levels in the higher
energy channels, a rapid deceleration of the ion population is observed at each saw-
tooth event. Upon varying the beam energy and ensembling many similar events
(Figure 4.15), the amount of deceleration observed is proportional to the initial ion
energy and plasma parameters, mirroring the effect seen in Figure 4.11.

The ion runaway prediction for deceleration in Figure 4.15 does not match the
data as well as the co-injection prediction. The electric field was calculated from the
same equilibrium reconstructions as the co-injection case with the assumption that

Byvmer (R,t) = —By° (R,t). The discrepancy between the data and model is not
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Figure 4.14: Deceleration of the fast ions is observed at sawteeth during counter-
current beam injection

yet fully understood, but several diagnostic effects could cause error in the data that
is not accounted for. First, because of high prompt losses and lower confinement,
signal levels are lower in counter-injection, making the analysis more susceptible to
noise (particularly at low beam energies and higher densities). Second, the spatial
and pitch distribution of NBI-born fast ions is likely different in counter-injection,
but has not been extensively modeled. Such changes, if significant, would affect the
ANPA measurement space as well as the assumptions used to predict the particle
behavior in the runaway model. Third, the constant slowing due to drag and the
increased losses at the sawtooth get mixed in with the decelerating ions. In co-
injection, truncation is used to get rid of the half-energy beam component and also
to mask these effects from the analysis; however, in counter-injection, the distribution
is not truncated since the ions of interest are those below the beam distribution. In
the high density cases, the slowing due to drag is very significant and perhaps greater

than the deceleration due to the electric field (which is weaker in the high density
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Figure 4.15: The amount of deceleration in counter-injection scales with the initial
ion energy and the electric field strength. The data does not match the model as
closely in counter-injection; this could be due to a number of diagnostic effects.

plasmas). Because of extensive uncertainty due to these complications, no model is
presented for the high-density counter-injection data.

Changes to the distribution during deceleration could also affect the ANPA’s
ability to measure the decelerated ions. For the lowest energy ensembles, the ANPA
accelerating grid is used to lower the ANPA’s energy range and capture as much
of the deceleration as possible, but the ions likely continue to decelerate below the
range of the ANPA. This effect would be less significant in the high-energy injection
ensembles, as the ions have more “room” to decelerate within the ANPA measurement
range. This would result in a true deceleration that is greater than the measurable
deceleration for the low-energy cases (possibly bringing those data points in line with
the model). Additionally, the pitch of the ions will be lowered as they lose parallel
energy, and they may also begin to move outward in radius [31]; both effects could

cause them to no longer be within the ANPA measurement space. This effect would
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Figure 4.16: No significant acceleration is observed when the ion population is viewed

from the radial ANPA port.

also disproportionally affect the low-energy data points.

Any or all of these factors could be at play and cause the discrepancy between the
data and the model. However, despite the disagreement, the measurements clearly
show that the ions decelerate rather than accelerate in counter-injection. These mea-
surements prove that the fast ion acceleration is directly tied to the parallel inductive
electric field. None of the other theories considered for anomalous ion heating (ion-
cyclotron heating, stochastic heating, multi-island or x-point reconnection) would

exhibit such a dependence.

Dependence on ANPA viewing angle

A final test to determine the relationship between the parallel electric field and the
observed increase in ion energy is to use the radial ANPA viewport to sample the
perpendicular component of the fast ion energy throughout the sawtooth crash. Since
the electric field will primarily influence the parallel component of the ion velocity,

little or no acceleration should be seen on the perpendicular measurement.
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Figure 4.17: Data ensembled from many sawteeth indicate no perpendicular acceler-
ation of the fast ion population across several beam energies.

Figure 4.16 shows radial ANPA data from a single discharge, and indeed, no
obvious acceleration is observed. Note that UV and particle noise is much worse
on the radial view, so the noise subtraction methods detailed in Section 2.6 are used
(noise subtraction was not necessary for the tangential view data). At some sawteeth,
it appears as if the population is decelerating as in counter-injection. This is likely a
combination of particle loss, imperfect noise subtraction, and an increase in neutral
density resulting in higher flux at all measured energies.

Performing an ensemble analysis of many events at two different injection energies
(triangles in Figure 4.17) confirms that the average ion energy does not change within

the error of the measurement.
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4.3 Summary of results

The behavior of NBI-born fast ions during MST sawteeth was studied in a variety of
plasma conditions. In all cases, the magnitude of acceleration or deceleration was de-
pendent on the inductive electric field generated from the magnetic flux change during
reconnection as well as the initial ion energy. In co-injection, ions are accelerated and
agree well with predictions from the ion runaway model. In counter-injection, ions
are decelerated. Other ion heating models are symmetric and would not predict such
a dependence on the plasma current or electric field direction. In addition, when the
ANPA samples the perpendicular component of the fast ion distribution from a radial
viewport, no significant acceleration or deceleration is observed, further supporting

the theory that the source of energization is the parallel inductive electric field.
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Chapter 5

Bulk ion heating and other

implications

In the previous chapter, evidence was presented that the inductive electric field gen-
erated from global changes in the magnetic flux during reconnection events in the
RFP is responsible for the observed acceleration of suprathermal particles. The next
logical question is: can this mechanism explain previous measurements of bulk and
impurity ion heating?

By revisiting plots of the expected friction (Figure 3.3) and runaway acceleration
(Figure 3.10), one might guess that thermal ions will be overwhelmed by the large
frictional force at low energies and therefore experience little or no acceleration from
the electric field. The problem with this interpretation is that the ion runaway for-
mulation in Chapter 3 centers around the forces on a test particle. When considering
thermal particles, the drag on our low-energy test ion comes from other ions of simi-
lar energies, so the energy lost to drag will largely remain in the ion population. To
properly model the effect of the sawtooth electric field on the entire ion distribution

function, a more complex physical model is necessary. In this thesis, the CQL3D
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Fokker-Planck code [69] is used to perform these calculations.

5.1 Modeling with the CQL3D code

The CQL3D code was designed to study the evolution of particle distributions in a
number of toroidal applications, including RF heating, neutral beam injection, and
electron runaway studies. In this section, the Fokker-Planck equation and CQL3D
code are described, and results from the code are presented to show the effects of a

large, pulsed electric field on fast and thermal particle distributions in MST.

The Fokker-Planck equation

The general form of the Fokker-Planck equation in a magnetized plasma is:

f

a _of .ﬁJr%[EHxB]._ZC(fH... (5.1)

0

it~ ot Y ox Bv

Simply put, it describes the time evolution of a particle distribution function f in
the presence of electric and magnetic fields. The term C(f) is the collision operator,
and other terms can be added to represent particle sources, sinks, diffusion, and other
modifiers to the distribution function. The equation is six-dimensional (three velocity
and three spatial dimensions), which can be computationally burdensome. As one
might predict from the name, CQL3D reduces the dimensionality down to three
independent variables (the CQL portion stands for Collisional Quasi-Linear). Only
a brief description of the modeling procedure is given here; for the full derivation,
please see the CQL3D User’s Manual [70].

Three assumptions are invoked to reduce the dimensionality: first, the typical

assumption of spatial symmetry in the toroidal direction; second, the gyroperiod

is small compared to a collision time (w;! < 7.y); and third, the toroidal tran-
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sit /bounce time is smaller than the collision time (73 < 7.). In general, the last two
assumptions are valid if the plasma is considered to be in a low-collisionality regime.
At a given radius, these three assumptions ensure an equal distribution of particles
toroidally along a field line and azimuthally around a field line. With knowledge of
the field line geometry, the velocity vector ¥ can be broken down into the components
[U”,’U l], or alternatively a speed and pitch. Thus, the three dimensions considered
in CQL3D are the radial coordinate p, the momentum per rest mass u, and the pitch
angle with respect to the field line 6.

The code also makes an assumption of zero banana width. Let p}” ' be the Lar-
mor radius calculated using the poloidal magnetic field (in other words, the effective
banana width); then, § = LO'E /a will be a small parameter. With these assumptions
in place, the left-hand side of Equation 5.1 becomes:

df of b

of
7l v L v

unng +0(9) (5.2)
where € = (7 — 1)mc? is the kinetic energy of the particle. The v x B term from
Equation 5.1 is included in the O(§) term because vy ~ vp ~ §. By invoking the low
collisionality assumption and ordering terms according to a second small parameter

¢ = 73/ Teon (such that f = fo+ f1(¢) + f2(¢?) +...), the first-order component of the

distribution function can be solved as:

ok , [ (1E1 04
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Here, ((a)) denotes the bounce average of quantity a:
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and the integral is taken along the particle orbit from the point of minimum B to
either the turning point (for trapped particles) or point of maximum B (for passing
particles).

The right-hand side of Equation 5.3 can contain a number of optional terms based

on what the user is modeling. In general, the right-hand side can be represented as:

((C(N) + Q)+ H(f)+5(f) + R(f) +5)) (5.5)
where C(f) is the Coulomb collision operator, Q(f) is an RF quasilinear diffusion
operator, H(f) is a synchrotron radiation term, R(f) is a radial diffusion operator,
and S is a particle source/sink term. For the modeling in this thesis, only C(f) is

used.

Modeling the fast ion tail

Before checking whether CQL3D predicts the previously measured ion heating, a
test was run to see if it can accurately reproduce the results for fast ion runaway.
While CQL3D does couple to the neutral beam injection modeling code NFREYA [71]
and also has a virtual NPA diagnostic, a simpler approach was used to make use of
existing modeling efforts. The approach taken is to define the total ion distribution as
f = fum+ fpi where fjr is a Maxwellian at the bulk ion temperature and f; is the fast
ion distribution output from the TRANSP code [52]. This distribution is evolved via
the Fokker-Planck equation and interacts with simple static Maxwellian distributions
for the electrons and impurities. Impurities included are C*¢, C*5, C™ BT and
O™ with densities and temperatures approximated from past CHERS measurements.
The electric field profile, equilibrium magnetic field profile, and bulk particle density
and temperature profiles are obtained from MSTFit reconstructions of the 300 kA,

F=-0.2, n, = 0.5 x 10'® cm™3 discharges presented in Chapters 3 and 4. For the
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Figure 5.1: (a) The core electric field ramps up to 40 V/m over 100 us and decays back

to zero. (b) The average energy of ions in the ANPA measurement space matches
the actual ANPA measurement.

CQL3D simulation, only the electric field profile and ion distribution are evolved
through time; all other quantities are held static.

The results of the run are plotted in Figure 5.1. To obtain a virtual ANPA mea-
surement from the CQL3D distribution function, the full ion distribution is truncated
to the pitches and energies measured by the ANPA (as modeled in Chapter 2) and
then renormalized. Thus, the CQL3D curve in Figure 5.1(b) is the average energy of
the core-localized, high-pitch ions between 20-40 keV (representing the energy range
of the ANPA after the half-energy truncation procedure used in Chapter 4). The
ANPA measurement plotted in red is the average energy (U) from the 24 keV NBI
data point in the corresponding n, = 0.5 x 10" ecm™2 dataset. The CQL3D model
matches the measurement well, providing further confirmation that the acceleration
mechanism for these ions is the pulsed inductive electric field.

Seeing that the ANPA-measured portion of the distribution matches, the rest of
the CQL3D distribution function can be examined to gain a better understanding of

how the electric field affects the fast ion population. In Figure 5.2, the distribution
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Figure 5.2: The ion distribution function (bulk + NBI contributions) is modeled
in CQL3D. Plots (a), (b), and (c¢) depict the energy, velocity space, and pitch dis-
tributions before the sawtooth electric field is applied; (d), (e), and (f) depict the
same distributions after. All distributions are taken from the core-most flux surface
(r/a = 0.05). Note the logarithmic color scales for particle density; the high-energy,
low-pitch feature in (f) is a low-significance artifact from the bounce-averaged colli-
sion operator that enforces symmetry across the trapped-passing boundary. Given
enough time, pitch-angle scattering will fill in the trapped region.
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function is plotted in three different ways before and after the electric field pulse.
Before the sawtooth, the input ion distribution can clearly be broken up into the high-
energy, high-pitch NBI distribution on top of the isotropic background Maxwellian.
After the electric field pulse, the fast ions are accelerated to even higher energies,
and the acceleration occurs at high pitch (i.e. the acceleration is parallel). Some

acceleration of the bulk component is also observed.

Modeling bulk and impurity ions

Due to troubles with the corresponding neutral beams, neither the Rutherford Scat-
tering [66] or CHERS [39] diagnostics were available to take data for this thesis.
Instead, the comparison for bulk and impurity ion heating is made using a set of
well-diagnosed MSTFit equilibria in J.A Reusch’s thesis [72]. These equilibria come
from an ensemble of sawteeth in 400 kA, F=-0.2, n. = 1.0 x 10" ecm— discharges and
include Rutherford Scattering data. CHERS measurements of the C*5 temperature
evolution are taken from work done by R. M. Magee [18,42] in similar discharges.

CQL3D was set up to track both the D* (with no added NBI distribution) and
C™¢ jon distributions through time using static Maxwellian populations for the elec-
trons and other impurities. Results are shown in Figure 5.3. Direct quantitative
comparison with the Rutherford Scattering and CHERS data is discouraged due to
a large range of potential input error (e.g. density and temperature profiles for every
impurity is not well known, diffusion and loss terms may not be properly configured).
Additionally, it should be pointed out that the CQL3D output is the energy of the
(non-Maxwellian) distribution function rather than the Maxwellian temperature mea-
sured by the diagnostics. However, several important qualitative differences can still
be identified.

First, the time history of the Rutherford Scattering measurement (a measurement
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Figure 5.3: CQL3D modeling of bulk and impurity energy evolution. The pulsed
electric field in (a) is based on the MSTFit results in (d). The CQL3D-predicted
time behavior of the D' energy in (b) does not match the Rutherford Scattering
measurement of the perpendicular Dt temperature (e). CQL3D predicts anisotropy
for C*® (T} > T, panel (c)) opposite of the CHERS-measured anisotropy (T, > Tj,

panel (f)).
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of T')) does not match the CQL3D model. As might be expected, the parallel elec-
tric field in CQL3D primarily drives acceleration in the parallel direction, and this
energy couples into the perpendicular direction on a much slower time scale. With
additional diffusion, it may be possible to sharpen the CQL3D W) decay time, but
the true comparison with the W, curve shows no similarities. Unfortunately, no 7}
measurement currently exists for the bulk ions.

The C*® temperature tells a more intriguing story. Here, measurements do exist
for both parallel and perpendicular components of the temperature, and an important
previous result is an anisotropy in the heating, with 7', > 7). In CQL3D, the opposite
is true. While the ion runaway model was able to closely match the measurements of
fast ion acceleration in both the test particle and Fokker-Planck modeling, it is clearly
not able to capture all of the dynamics of the bulk and impurity heating. Potential
consequences and reasons for the disagreement will be discussed in the last section of

this chapter.

Effects on thermal electrons

One might wonder, if the sawtooth electric field can accelerate ions so readily, what
happens to the electrons? In the absence of collisions or other forces, a 50 V /m electric
field would accelerate a thermal electron to relativistic speeds within a few microsec-
onds. However, no significant hard x-ray flux (indicative of runaway electrons) is
measured at a sawtooth crash; in fact, the Thomson scattering measurement of T,
typically goes down.

The answer is two-fold. The first explanation is tied into the discussion of why
the ion temperature does not agree with the runaway model, and will be discussed
in the next section. The other reason involves the greatly enhanced stochasticity

of the magnetic field lines at the sawtooth crash. The Rechester-Rosenbluth model
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Figure 5.4: Electron temperature and density behavior throughout a time-series of
MSTFit equilibria (constrained by Thomson scattering and FIR interferometer mea-
surements). The electron temperature ((a) and (b)) decreases throughout the entire
profile, while the electron density ((c) and (d)) decreases in the core and increases at
the edge.

for electron heat transport and field line diffusion in a stochastic field states that
Dy 52, and measurements have shown that in MST, heat diffusion indeed scales
as x ~ v Dy ~ U||52 [73,74]. Not only does b? increase dramatically at the sawtooth
crash, but if the electron parallel velocity is increasing due to the electric field, the
transport of heat from the plasma core will be that much faster.

If this were the whole picture, one would then expect a corresponding decrease
in the electron density. While there is some loss, it is balanced by the large influx of
neutral gas and impurities from the edge of the plasma, providing an increase in the
electron source term. Radial profiles of electron density from the FIR interferometer

indeed show a decrease in the core electron density and an increase in the edge
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(Figure 5.4).

These dynamics could in practice be modeled with CQL3D; however, greater
precision is needed in our current estimates of electron diffusion and loss parameters.
Trial runs (not presented here) indicate the modeling is very sensitive to these inputs
and often predicts extreme degrees of electron runaway if not properly balanced by
diffusion and loss. Moreover, as discussed in the next section, additional forces are

likely at play that reduce the effective electric field felt by the electrons.

5.2 Discussion

Ton runaway in a pulsed, parallel electric field can fully describe the measured accel-
eration of fast ions, but fails to match observations of the bulk ions, impurities, and
electrons. What differs between the fast ions and the thermal particles?

As mentioned back in Chapter 1, a large gyro-orbit combined with VB and cur-
vature drifts allow fast ions to decouple from the magnetic field lines and develop
a different rotational transform, gs;. This improves their confinement compared to
thermal particles, as the fast ion motion is not in resonance with the tearing mode
magnetic fluctuations. This has a secondary effect when considering the parallel force

balance of the particles. Mean-field Ohm’s Law states:

(E), + <‘~, x 1§,> 1 <j x ]‘3>” = (J), (5.6)

I en

If (), ~ 50 V/m and 7 (J); =1 V/m, the importance of the fluctuation-driven
terms immediately becomes apparent. Modeling and measurements indeed show that
the dynamo and Hall terms are extremely important to the overall force and momen-
tum balance [75-77]. CQL3D does not include a fluctuating b term and thus does

not include the physics necessary to self-consistently generate these forces. Because

the fast, magnetically decoupled ions ignore the fluctuations, they can be modeled
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accurately by both CQL3D and the test particle model using only the large-scale
(E) I However, any attempt to model the thermal particles must include the inter-
play between the electric field and the other fluctuation-driven electromotive forces.

lon runaway has also been observed in the MAST spherical tokamak [60], and
differences between their observations and those made on MST further illustrate the
importance of the correlated fluctuations in the RFP. In MAST, the ion distribution
develops a high-energy tail after an internal reconnection event (a current driven
instability similar to the RFP sawtooth). The electric field associated with these
events lasts about 1 ms and peaks around 40 V/m. Hard x-rays with energies greater
than 80 keV are also measured. Unlike in MST, all of the observed changes to the ion
distribution function in MAST are explained by the ion runaway model. Although
magnetic fluctuations are present during MAST reconnection events, the significant
contribution of the <€' X f;> | dynamo term is unique to the RFP and limits the direct
acceleration of the thermal particles. Thus, ion runaway alone cannot explain ion
heating in the RFP. Additionally, because electrons are the most closely coupled to
the magnetic field lines, electron runaway from the sawtooth electric field is expected
to be minimal in the RFP even though it is observed in MAST.

This raises several new and interesting questions: at what energy does a particle
become “decoupled enough” to ignore the fluctuating electromotive forces and expe-
rience runaway? Can regimes be defined that determine the relative importance of
other heating/energization mechanisms? What relevance does this have for reconnec-
tion heating theories concerning very high energy astrophysical particles?

As mentioned above, the deviation of the fast ion rotational transform from the
magnetic field rotational transform may cause the fast ions to have a resonant n
number that does not match the resonance of the magnetic field. Suppose that the

fast ion and magnetic fluctuations can be described as:
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b ~ sin (ﬂqb) (5.7)

§ ~ sin (%gﬁ + 5) (5.8)

2T
/ oxb=0 forng #ny (5.9)
0

In reality, the fluctuations will consist of a sum over many n numbers, but this
simplified example demonstrates how the separation of ¢;; from g, may lead to a
reduction in correlated fluctuation effects for the fast ions. Other theories that may
shed light on the decoupling condition include work by Mynick on gyroaveraging
effects due to large Larmor radii [78] and work by Hegna on the separation of the fast
particle guiding center from an equilibrium magnetic field line [79].

Finally, to develop a picture encompassing a wider range of the heating observa-
tions in MST, first consider previous results from Magee and Kumar [18,41]. In both
references, a model is presented in which the impurities are heated by a perpendicular
mechanism such as ion cyclotron damping, and parallel heating is achieved through
collisional isotropization. This model successfully reproduces a number of previous
measurements, such as the Tf+6 > T||C+6 anisotropy, the scaling of that anisotropy
with plasma density, and the Z/m dependence of parallel impurity heating.

Although there is currently no measurement of 7| for the primary ion species, there
are preliminary ANPA measurements on both the tangential and radial viewports of
the non-Maxwellian tail generated at a sawtooth crash (Figure 5.5). Magee predicted
this tail should extend out to at least 20 keV to account for the measured neutron
flux [18], and ANPA measurements indicate signal up to that approximate energy

range (though the noise floor is not well defined for these measurements). Without
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Figure 5.5: Without NBI, signals are measured during sawteeth on both the tangential
(a) and radial (b) views. These figures should not be directly compared, as the plasma
conditions are different and the tangential data is much older (from a time when
the ANPA behavior and calibration was not as well understood). A more careful
comparison of radial and tangential data should be conducted.

the large, core-localized NBI population, interpretation of the tangential view data
becomes much harder, as the signal is likely dominated by change exchange in the high
neutral density edge of the plasma, and the ions that source those charge exchange
products would need to have low (though nonzero) pitch. Thus, the tangential view
cannot be interpreted as a purely parallel measurement, but rather as a convolution
of high to low pitch measurements from the midradius to the edge. Nevertheless, the
tangential view data suggests that there is some degree of parallel energization for
the bulk distribution, and indeed Magee speculates that E} runaway could explain
the observed non-Maxwellian tail [18].

Thus, a possible expansion of the Magee/Kumar picture would entail the perpen-
dicular heating of the bulk deuterium distribution through some reconnection-based
mechanism. Although thermal deuterium is not able to run away in the parallel
inductive electric field due to opposing fluctuation-based electromotive forces, if a

particle were able to pick up enough perpendicular energy to sufficiently decouple
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from the magnetic fluctuations, the parallel runaway mechanism could take over,
dragging those particles out into the non-Maxwellian tail.

Much of this discussion section is speculative, and many questions are left as
future work. Those questions are strongly motivated by the findings of this thesis: a
strong, parallel electric field clearly accelerates fast, NBI-sourced ions but has little
or no effect on thermal ions. Multiple energization mechanisms, perhaps working

synergistically, must be active and relevant for different classes of particles.



107

Chapter 6

Conclusions

6.1 Summary of key results

Decades after the initial observations, the mechanism responsible for anomalous ion
heating during reconnection in laboratory and astrophysical plasmas remains elusive.
Many experimental measurements have been made identifying key features of the
process in the reversed-field pinch, including scaling with ion mass and charge-to-
mass, directional anisotropy, and a high-energy, non-Maxwellian tail. Despite an
abundance of possible theories explaining the process, no single theory has been able
to fully describe all of the measurements.

This body of work contributes an additional experimental observation and guides
future discussion of reconnection heating mechanisms by definitively identifying one
ion energization process that is active during reconnection in the RFP while also
showing that it must not be the only active process. Multiple heating and energization

mechanisms must be active for ions in different regimes of magnetic coupling.
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Development of the ANPA diagnostic

A key part of this work has been the development of the Advanced Neutral Parti-
cle Analyzer diagnostic. The ANPA utilizes a relatively compact and portable E||B
design that is capable of time-resolved measurements of H and D energy distribu-
tions between 10-45 keV. Substantial work was required to calibrate and character-
ize the diagnostic, including in-depth modeling of convoluted signal contributions
along the ANPA’s line of sight. The model indicates the ANPA primarily measures
core-localized, high-pitch NBI-sourced ions on its tangential viewport and low-pitch,
spatially distributed fast ions on the radial viewport.

The ANPA has already been used in several other important studies of fast ion
dynamics in the RFP, including measurements of fast ion loss rates associated with
energetic-paticle-driven modes [26], measurements of classical confinement for fast

ions in standard and PPCD discharges [25], and a reduction of fast ion confinement

in the 3D helical SHAx equilibrium [27].

Ion runaway during reconnection in the RFP

The primary experimental result of this thesis is the conclusive measurement of fast
ion runaway during reconnection in the RFP. The ANPA was used to measure the
change in the average energy of the fast ion distribution throughout a sawtooth
reconnection event. Large quantities of data were obtained to characterize the energy
gain in a variety of plasma and beam conditions. Figure 6.1(a) summarizes these
measurements. When the direction of the electric field is reversed with respect to
the fast ion motion, the ions decelerate rather than accelerate; this measurement
rules out many other energization mechanisms and further demonstrates the intimate

relationship between the fast ion energy and the inductive electric field.
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Figure 6.1: (a) Measurements agree well with test particle runaway modeling in a
variety of conditions. (b) The CQL3D Fokker-Planck code evolves the entire fast ion
distribution through the sawtooth electric field, also displaying good agreement with
ANPA measurements.

The MSTFit equilibrium reconstruction code [61] was used to calculate the parallel
electric field induced by the global magnetic flux change during a sawtooth event.
This electric field was used with Furth and Rutherford’s formulation of ion runaway
to estimate the expected acceleration of a fast test particle [59]. The ion runaway
model agrees very well with measurements (Figure 6.1(a)). The evolution of the full
fast ion distribution under the effects of a large pulsed electric field was also modeled
using the CQL3D Fokker-Planck code [69]; this model also shows good agreement

between measurements and electric-field-induced ion runaway (Figure 6.1(b)).

Applicability to thermal ion heating

Further modeling with CQL3D shows that ion runaway in a parallel electric field
cannot explain previous thermal ion heating measurements, particularly the T’y > T}
anisotropic heating of C™® impurities. This is contrary to a similar experiment in
MAST in which ion runaway was determined to be fully responsible for all observed
ion acceleration during internal reconnection events [60]. While the spherical tokamak

also experiences magnetic fluctuations during reconnection, the significant correlation
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of <ﬁ X 5>” is unique to the RFP. Additional fluctuation-driven electromotive forces
must be considered for thermal particles, whereas the large orbit drifts of the fast ions
allow them to ignore such forces. Because the direct runaway of the thermal ions is

inhibited, their heating must be caused by some other reconnection-related process.

6.2 Suggestions for future work

Determining the threshold for runaway applicability

The most obvious question motivated by this research is: what is the condition that
separates magnetically coupled ions (for which fluctuation-based electromotive forces
must be considered) from decoupled, “fast” ions that can run away? Is there a sharp
or gradual transition between the two regimes? A more careful scan of low beam
energies could be performed, but the data in this thesis already pushes the lower
bounds of the NBI and the ANPA measurement range. An upcoming modification
to the CNPA [44] could allow for a high-resolution measurement at the energy range
of interest (roughly 1-10 keV). An investigation should also be launched from the
computation front. Full-orbit modeling using RIO [80] or in-house orbit tracking
codes may be able to illuminate the energy at which ion orbits begin to decouple

from field lines and magnetic perturbations.

Studies of core and edge reconnection events

Previous studies have shown drastically different behavior between the “normal” saw-
teeth studied in this thesis and two other cases: “core events” in which only the m = 1
tearing modes are active, and “edge events” in which only the m = 0 modes are ac-

tive. Ion heating is absent during core events and is small and edge-localized during
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Figure 6.2: A core event occurs at 24 ms as the n=6 mode activity falls sharply after
a gradual rise. There is no change in m=0 activity. The ANPA signal corresponding
to beam-energy ions also drops off rapidly, and no acceleration is observed. Note that
the amplitudes of the n=5 and n=6 mode amplitudes have been multiplied by 5 for
visibility.

edge events [40].

ANPA signals corresponding to beam-energy ions typically drop in signal level
after a core event (Figure 6.3). This is reminiscent of the behavior of the ANPA
signal during QSH/SHAx [27]. It is unclear whether this is due to a loss of fast
ion confinement or a shift in magnetic geometry yielding fewer orbits with favorable
pitches for ANPA measurement. No acceleration of the fast ions is observed; this is
consistent with the ion runaway mechanism as there is no change in stored equilibrium
magnetic field energy and no change in magnetic flux. A careful ensemble of these
events should be collected and characterized to learn more.

During edge bursts of m=0 activity in EC and F=0 plasmas, some enhancement
of signal and small amounts of acceleration are observed, but no careful study has

been performed. With smaller degrees of acceleration, more care needs to be taken
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Figure 6.3: After NBI shuts off at 32 ms, the n = 5 amplitude begins to grow and
significant ion acceleration is observed. The decay in neutron flux hesitates, reaching
zero only after the remaining energized particles leave the plasma.

to properly eliminate noise and contributions from any increases in neutral density.

Nevertheless, further study of these events is a very tractable problem.

Investigation of other energization phenomena

At the ends of SHAx and PPCD periods, acceleration of NBI-sourced ions is occasion-
ally observed. The observations are inconsistent and occur most frequently during
the ramp-down of the plasma current, a period that is typically not studied due to
the rapidly changing equilibrium. It is possible that the decaying equilibrium gener-
ates an inductive electric field similar to a sawtooth event. These incidents should
be cataloged more thoroughly, and equilibrium reconstructions may be beneficial in
determining whether substantial electric fields are present.

Additionally, acceleration is observed during the ramp-up phase of QSH/SHAx,
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as shown in Chapter 2. Again, this could be the result of an equilibrium change
inducing an electric field, or it could be another process entirely. More study is

needed to better understand these measurements.

Measurements of the high-energy tail

ANPA measurements of the sawtooth-generated fast ion tail (without NBI) may yield
additional information about the mechanism that forms the tail. Using the ANPA’s
accelerating grid, the lower bound of the ANPA energy measurement can be brought
as low as 5 keV, aligning nicely with the upper limit of the CNPA. Some measurements
of the high-energy tail were already shown in Chapter 2. Thorough analysis of these
measurements is difficult, however. Without the large population of core-localized
NBI ions, signal levels are much lower and the origin of measured particles is likely
from the high-neutral-density plasma edge. Because of the low signal levels, noise is a
much bigger issue. The change in the background neutral density is also much more
integral to the analysis.

To proceed with these measurements, further development of noise subtraction
techniques and neutral density normalization is strongly encouraged. Without core
NBI fast ions, a parallel measurement is exceptionally difficult, but comparisons of
data between the radial and tangential ANPA views may yield interesting differences.
The addition of a more powerful diagnostic neutral beam that would provide enough
core neutral density for an active NPA measurement would be an expensive but
effective way to enhance this measurement. The planned addition of an accelerating
grid to the CNPA would also be beneficial for this study so that its energy range will

better overlap with the ANPA and allow cross-calibration.
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Development of additional ion diagnostics

Finally, the addition or development of new ion diagnostics is encouraged, though
budgetary constraints are an obvious limitation. The most beneficial diagnostic
would be a measure of the parallel bulk ion temperature to determine the heating
anisotropy for the primary ion species. Additional Rutherford Scattering detectors
could be installed with toroidal separation around the RS beam injector, allowing
direct measurement of the core parallel temperature; however, this addition would
require new holes to be drilled in the vacuum vessel.

Several other diagnostics would of course be useful. In the absence of funding

limitations, a full wishlist of diagnostic improvements would include:

e As mentioned above, a parallel Rutherford Scattering measurement is essential

to fully characterizing reconnection-driven ion heating.

e Additional neutron detectors with collimation would be useful to study the

symmetry of neutron production during reconnection events.

e An array of solid-state NPA detectors could be used to gain more information

about the spatial distribution of fast ions (with a loss in energy resolution).

e An improved mounting apparatus for the ANPA would allow reproducible, fine-
tuned control of the ANPA sightline to better study spatial properties of the

fast ion distribution.

e Improved measurement and modeling of the neutral density profile would raise

confidence in the origin of measured NPA signals.

e A Fast Ion Loss Detector (FILD) could be used to study loss orbits during

magnetic activity.
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e A DNB with higher current could provide an active ANPA view (either tangen-

tial or radial), greatly enhancing the spatial localization of the measurement.

e An off-axis NBI would allow sourcing of different fast ion distributions. This
would have numerous scientific applications, one of which would be more control

over the “test particles” used in energization studies.
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Appendix A

D, emission measurements and

neutral density modeling

A.1 Overview

While most plasma dynamics of interest stem from the charged electrons and ions,
the background neutral atoms and molecules play several important roles; notably,
they serve as a source term for thermal electrons and ions, and they are an important
loss term for fast ions via the charge exchange process. Knowing the source and loss
terms is vital for calculating the particle confinement time 7, and particle diffusivity,
important figures of merit for fusion plasmas. Knowing the background neutral den-
sity and the subsequent charge exchange rate is also critical for the analysis of several
diagnostics, notably neutral particle analyzers (see Sections 2.4 and 2.5). Neutral
particles also factor into collisional-radiative modeling of impurities and influence the
thermal conductivity of the plasma.

Despite the importance of an accurate neutral density measurement, few diag-

nostics are designed to measure it. The technique used on MST and many other
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magnetic confinement devices is based on measurements of the D, or H, emission
line. D, emission can occur when a neutral deuterium atom reaches an excited state,
typically by collision with an electron. The Balmer-alpha line (n=3 to n=2) is the
most common visible transition. The rate of D, photon generation per unit volume

~Yp, can be calculated as:
Do = ToTle <Jv)emcitatim (Al)

where 7y is the neutral particle density, n. is the electron density, and (0v),, . ati0n 1S

the reaction rate for electron impact excitation into the n=3 state.

If the D, emission is known, one can easily obtain the electron source term from

the same measurement. The source term S, from electron impact ionization can be

defined as:
<Jv)iomzatim (AQ)

Se = NTle (J'U)m:'mtm = TDa * <O”U)

excitation

The ratio of ionizations to excitations is roughly constant (~11.8) for MST param-
eters. Under the assumption that neutral deuterium ionization is the only electron
source (i.e. neglecting impurities), a loss rate L. and particle confinement time can
also be calculated:

on

L. = S.— i (A.3)
B f ne dV
T, = 7f L dv (A4)

By considering the radial loss rate through a given flux surface, a radial diffusion

coefficient can also be obtained:

jf redA = f L dV (A.5)

L7
D = G- (A.6)

As part of this thesis, several major improvements were made to the estimate

of neutral density in MST. The next section describes D, hardware and calibration
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(@) _. (b) Si photodiode
s detector
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656 nm filter TT f=100 mm

Light from MST

Figure A.1: (a) The bremsstrahlung/D,, array has 17 viewing chords. 5 have matching
ports on the opposite side of MST (currently plugged with view dumps). The four
outer-most chords are not on the boxport and are separated 5° toroidally from the
boxport chords. (b) The D, detectors consist of a series of focusing optics, a silicone
photodiode, and an I-to-V amplification circuit.

improvements, and Section A.3 details a new modeling code used to predict the

neutral density based on D, emission measurements.

A.2 Expansion and calibration of D, detectors

D, emission is measured on MST using an array of silicon photodiode detectors with
bandpass filters centered on the D, line (656.3 nm) [81,82]. The boxport for the array
is located at 210T, ~10-100P and was originally used for both D, and bremsstrahlung
emission measurements. Because of the shared boxport, only 7 of the 17 available
viewing chords were fitted with D, detectors. Through the course of this work,
additional D, detectors were constructed and used in place of the bremsstrahlung
detectors, greatly enhancing the spatial resolution of the measurement. 16 detectors
are now available, though at the time of writing, one is offline and another has been

temporarily replaced with IDS optics. A diagram of the boxport and D, detector
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Figure A.2: Diagram of the D, calibration setup

housing is shown in Figure A.1.

Full details of the detector hardware and calibration procedure are included in
Anderson’s thesis [82]; a brief summary will be presented here. The detectors are
absolutely calibrated using a commercial, calibrated integrating sphere and a mockup
of the path between MS'T’s inner edge and the detector (Figure A.2). The integrating
sphere emits a relatively uniform intensity of light across a wide wavelength spectrum
and the bandpass filters have nonzero transmission from roughly 645-665 nm. This
will cause error in the calibration if the intended measurement is precisely at 656 nm
and the full transmission function is not accounted for. The transmission function
for one of the filters in the initial batch of detectors was measured by Anderson,
and initially this transmission curve was used for all detectors. However, it was
discovered that the filters purchased for the new batch of detectors had significantly
different transmission functions, and there was also variation from filter to filter.
A high-resolution Ocean Optics HR200+ spectrometer was purchased to precisely
measure the transmission of each individual filter (Figure A.3), providing a significant

improvement in the accuracy of the calibration.
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Figure A.3: The bandpass filter has significant transmission (blue) around the D,
line (purple).

A.3 NENE Monte Carlo code

Motivation

Prior to this work, an Abel inversion [83] was used to transform the collection of line-
integrated D, emission measurements into a radial emission map. Due to a consistent
inboard-outboard asymmetry and the assumption that the outboard carbon limiter
would source additional neutral atoms, an additional ad-hoc source of emission at the
outboard midplane was added to the inversion results.

Neutral density profiles calculated with this method were consistently higher than
expected. The extremely edge-peaked neutral density poses several problems: first,
the core chords will be dominated by edge emission, causing difficulties in the in-
version process. Second, (ov) is flat for a large range of MST parameters [84, 85],
but falls off by several orders of magnitude at the cold plasma edge where ng is
highest (Figure A.4). When calculating ny from Equation A.1, (ov) will appear in

the denominator, and division by a rapidly-changing small number can lead to high
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Figure A.4: (00),,.:,ati0n 15 Telatively flat throughout most of MST parameter space,
but falls off drastically at the cold plasma edge.

uncertainties.

These concerns motivated a new method of estimating the neutral density from the
measured, line-integrated D, emission. The NENE code, developed by R. Lorenzini
and F. Auriemma at RFX, is a Monte Carlo code for tracking neutral particles through
a plasma [54,86|. By adjusting the input parameters, a number of realistic neutral
density profiles can be calculated based on physical neutral sources. These profiles
can then be compared against a synthetic D, emission diagnostic, discussed later in

this section.

Description of inputs, outputs, and particle tracking

NENE requires radial profiles of three plasma quantities as input: n.(r), T.(r), and
Ti(r). NENE has been integrated with the MSTFit equilibrium reconstruction code,
and thus the necessary profiles are taken from the MSTFit output. n; is assumed
equal to n. by quasineutrality, and the plasma is assumed to be toroidally symmetric.

Along with an input file describing basic machine geometry and parameters, the
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user may also specify the source profile of neutral particles for each simulation. The
source can be poloidally uniform or localized at a single poloidal location, and the
neutrals can be sourced with a uniform energy or the energy can be calculated from
plasma-wall interaction. Energy and particle reflection parameters must be input for
the desired wall material; these parameters are typically calculated using the TRIM
(Transport of Ions in Matter) code [87]. The user may also specify the ratio of atomic
to molecular neutrals; for this work, only atomic neutrals are considered.

As described in reference [86], each of the sourced particles is tracked through
the plasma, which is divided into many zones. Subtle Monte Carlo techniques are
used to improve computational efficiency, but a generalized description of the particle
tracking is provided here. In each zone, the mean free path is calculated, and thus the
probability of collision within that zone can be found. A random number generator
determines if the particle has a collision and what type of collision occurs (scattering
or ionization). The particle is followed through a series of collisions until it is ionized
or escapes the plasma. The particle contributes statistical information to each zone
it passes through, not just its final location.

After the Monte Carlo process is complete, the code outputs the neutral density
on a two-dimensional polar grid. Additional information such as cross sections for

charge exchange and excitation are output on a radial grid.

Fitting to D, measurements

Figure A.5 summarizes how NENE is used in conjunction with D, emission measure-
ments to estimate the neutral density profile in MST. For each fit, NENE is run three

times with different neutral source profiles:

1. A poloidally uniform source with neutral energy determined by edge plasma
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Figure A.5: Flowchart summarizing the interaction between NENE and D, emission
analysis.

interaction with aluminum

2. A poloidally localized source at the outboard limiter with neutral energy deter-

mined by edge plasma interaction with carbon

3. A poloidally uniform source with user-specified neutral energy (typically 1-25

eV, discussed later)

The first source is obviously a model of MST’s aluminum wall, and the second
models the carbon limiter. The third source is an ad-hoc source that produces neutrals
with energies higher than source 1 for increased core penetration. While it does not
correspond to a true physical source, it allows greater flexibility when matching to
the D, data.

Three separate neutral density profiles are output for the three sources. These are

converted from the (r,0) polar NENE grid to the (R, Z) grid used by MSTFit. The
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three profiles are then used as neutral density basis functions and linearly combined

such that:

no(R, Z) = ﬁZaf@no,i(R, Z) (A.7)

where ai,as, and (8 are fit parameters that will be varied, and a3 = 1 — al — as.
The physical geometry of each D, chord is mapped onto both the (R, Z) grid and the

poloidal flux (¢) grid used by MSTFit, and the simulated D, emission is calculated

along each detector chord:

T = ﬁ no(RQ), Z(1)) ne(b(D)) (00 D)) mocsarion ! (A.8)

The simulated D, emission is compared to the measured D, emission for each

detector, and the reduced x? is calculated:

(Fmeas . Fsynthetz’c) 2
2 1 Do Do
Xred = (Nmeas . 3) 0,2

meas

(A.9)

where (Npmeas — 3) is the number of detectors used in the fit minus the three degrees
of freedom in the fit. This procedure is repeated a number of times, varying the
mixing coefficients of the three NENE profiles (a;) and the total number of neutral
particles (3) until x2,; is minimized. After a best fit to the D, data is found, the 2-D
solution for the neutral density is calculated from Equation A.7.

Figure A.6 illustrates the fitting process. The neutral density, 2-D D, emission,
and line-integrated D, emission are plotted for each basis profile. The last column
shows the solution after linearly combining the profiles and minimizing against the
D, data (black points in bottom-right plot). Note that even though the D, emission
is higher on the outboard side, the fitting procedure often does not need substantial

amounts of the poloidally localized profile; the Shafranov shift [88] of the electron
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Figure A.6: ngy and simulated D, emission is plotted for three basis profiles (first
three columns) and the data-constrained solution (last column, data in black).

density and temperature combined with a poloidally symmetric neutral density profile
is often enough to reproduce the asymmetry in emission.

The increase in accuracy of the neutral density estimate is summarized in Fig-
ure A.7. The improvements in spatial resolution, calibration, and the transition from
the direct Abel inversion to the NENE fitting procedure all improve the accuracy of
the calculated neutral density profile.

Although computationally time consuming, MSTFit and NENE can be run for a
series of equilibria to study the time behavior of the neutral density. A sample shot
is shown in Figure A.8. Both the core and edge neutral density increase at sawtooth

events and track well with the line-integrated D, emission.
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Figure A.7: Comparison of fit quality and midplane ny before and after improvement
of the D,, array and fitting process. With only 7 detectors available, NENE does not
match the D, emission data well (a), but still produces a reasonable profile (b,black)
when compared to the failed Abel inversion of the data (b,blue). When more detectors
are available, NENE produces a profile much closer to the measurements (c), and the
resulting profile (d, black) has substantially lower core neutral density than the Abel
inversion (d, blue).

Uncertainty and comparison to other estimates

Despite the substantial improvement in the accuracy of neutral density fitting, there
is still significant uncertainty in the calculated results, particularly in PPCD plasmas.
In addition to the NPA modeling in this thesis, NENE neutral density profiles have
been used in several other MST studies, including collisional-radiative modeling of
impurities by Kumar [89,90], and the calculation of fast ion loss rates due to charge
exchange by Liu [25] and Waksman [23]. In order to match other data, reduction of
the NENE core neutral density by factors of 2-30 were needed.

There are several possible reasons for the inaccuracy of the NENE profiles. The
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Figure A.8: The core (d) and edge (f) neutral density (as reconstructed by NENE
at many time points) are plotted along with several other operational signals. Both
quantities increase sharply at sawtooth events and generally follow the line-integrated
D, emission (b). The increase at the edge of the shot is due to increased puffing and
ramp-down of the plasma current and temperature.

first is the same problem that was encountered with the Abel inversion: when line-
integrated, the small amount of core D, emission simply gets lost under the edge
emission which is several orders of magnitude higher. Figure A.9 shows the core neu-
tral density and 2, for several different NENE runs in which the neutral energy from
the monoenergetic source was varied. While better fits to the D, data are obtained
for higher neutral energies, the energies used are unrealistically high; it’s possible that
the profiles corresponding to lower neutral energies produce more realistic profiles,
and the data is simply not a good constraint.

The problem is likely exacerbated by the low signal level in PPCD. Neutral den-
sity and D, emission drops substantially in PPCD as the better confinement limits

plasma-wall interactions. The problem of core neutral density information being
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Figure A.9: With higher neutral source energy, the core neutral density increases (a)
and the fit matches the data better (b). However, the high neutral energy and core
density may be unrealistic. A default of 50 eV is used to compromise between fitting
the data and modeling a relatively realistic neutral energy.

buried in an edge-peaked measurement is even harder to unravel when signal levels
approach the noise floor.

Another possible reason for the inaccuracy is that NENE may not be able to fully
model MST’s neutral density profile. It is often suspected that the neutral density
profile is toroidally asymmetric due to the poloidal gap and a variety of portholes
and diagnostics scattered around the machine. The D, measurement is at a single
toroidal location which may not be representative of the plasma as a whole. Due to
complications with the code and lack of measurement capabilities, NENE is not used
to model molecular hydrogen which may factor into the observed emission. More

complex physics like recombination and impurity interactions are also not modeled.

A.4 Summary and future work

Large steps have been taken to produce a more accurate estimate of the neutral

density profile in MST. The number of active detectors was increased from 7 to 16,
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nearly doubling the spatial resolution of the measurement, and the NENE Monte
Carlo code was integrated with MSTFit to produce simulated neutral density profiles
constrained by the available D, emission data. Both of these improvements contribute
to more consistent and accurate estimates of the core neutral density. Unfortunately,
there is still significant uncertainty in the estimate, particularly in PPCD plasmas.
Several suggestions for future work are offered if further refinement of the estimate
is desired.

The DEGAS 2 code [91] has been licensed from PPPL but has not yet been
implemented for MST. DEGAS 2 is a Monte Carlo neutral particle tracking code
similar to NENE, but has seen extensive use (and thus development) in the tokamak
community. A second estimation of the neutral density from a more sophisticated
physics model would be extremely useful for comparison with NENE.

Another refurbishment of the D, detector array would also be beneficial. In
particular, the detectors need a larger dynamic range. This could be accomplished
via improved amplification circuits or some method of adjustable gain (either an
aperture or amplifier adjustment) so that the detectors could be tuned for particular
run-day needs. The gain is currently set for a middle-of-the-road approach which
results in complete saturation of the detectors in high-density plasmas and extremely
low signals in PPCD plasmas. An adjustable gain would make calibration more
challenging, but would greatly enhance the usefulness of the array. Additionally,
the dynamic range varies from detector to detector due to mixing of old and new
hardware, and some detectors have also developed oscillatory noise which should be
diagnosed and repaired.

Other diagnostics capable of constraining the neutral density would obviously
be advantageous. One example, the TALIF diagnostic [92], is capable of localized

neutral density measurements. A direct measurement of the core neutral density
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or even strong measurement constraints on the gradient in the mid-radius and edge

would be the ideal method for further constraining the neutral density profile.
Finally, the use of Bayesian analysis techniques or integrated data analysis could

facilitate a more accurate estimate neutral density profile as well as a better under-

standing of the uncertainty in the estimate.
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Appendix B

Sign conventions in MSTFit,
MDSPlus, and machine

coordinates

B.1 Introduction

This appendix is intended to provide some insight and clarification about sign con-
ventions used in MST and MSTFit for magnetic fields, electric fields, and voltages.
It is not intended to be a comprehensive document, but rather a collection of notes
that others may find useful should they need to perform calculations in which the
directions of the fields become important.

First, a quick note on plasma current nomenclature. In many cases (MDSPlus
database, MSTFit variable names, general discussion, etc.) the abbreviation I, is

7 or the total current traveling in the toroidal

used to represent the “plasma curren
direction. In the next section and in Figure B.1, I will take I, to be the poloidal plasma

current and I; to be the toroidal plasma current, to match the typical abbreviations
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Figure B.1: Toroidal and poloidal cross-sections of MST with coordinate, current,
field, and flow directions. Note that the ¢ direction is the opposite of the convention
used for porthole labels.

used for the magnetic field (B; and B,). At times, especially when discussing signal
and variable names, it will be unavoidable to use I, for the plasma current; I will try

to be as explicit as possible in cases where the meaning is not clear.

B.2 MST sign conventions

We will first define the (R, 0, ¢) coordinate system that will be used throughout this
appendix and is the agreed-upon coordinate definition for MST. The major radius R
is defined as one would expect, with the center of the torus being 0, the outer-most
point on the shell being 2.52 m, and the direction R pointing outward from the core.

The poloidal coordinate ¢ is 0° right above the inboard midplane, 360° right below
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the inboard midplane, and the direction 0 points clockwise (right-handed) if you are
traveling in the —I—q% direction. The toroidal coordinate qAS is 0° to the left of the poloidal
gap (from an overhead perspective), 360° to the right of the poloidal gap, and the
direction (;AS points counter-clockwise if you are looking from above.

It is important at this point to note that a different convention for 0 is com-
monly used when discussing physical porthole locations. The portholes are labeled
such that 6 is 0° right above the outboard midplane, 360° right below the outboard
midplane, and the direction 0 points counter-clockwise. Although more commonly
used in conversation, these “machine coordinates” create a left-handed relationship
between (R, #, ¢) and thus are not typically used for scientific calculations.

With our coordinate definitions in place, we can identify the directions of the
primary plasma currents and magnetic fields during normal MST operation. During
plasma startup, current is driven in the conducting shell to produce the toroidal
magnetic field B; in the —I—(;AS direction. Once the main capacitor banks fire, a toroidal
current I; is inductively driven in the —q% direction, creating a poloidal magnetic field
B, in the —0 direction. During this process, the voltage across the poloidal gap V),
is such that the electric field in the gap points in the —(;AS direction (corresponding to
an inductive loop voltage reinforcing the plasma current).

Away from sawteeth, the toroidal gap voltage V;, is negative as the toroidal mag-
netic flux decreases, meaning that the electric field in the toroidal gap points in the
+6 direction. During a sawtooth, V;, becomes positive as the toroidal magnetic flux
increases, meaning that the electric field in the toroidal gap points from + to -, or in
the —@ direction. Further clarification on the gap voltages is provided later in this

appendix.
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B.3 Sign inconsistencies in the M DSPlus
database

At this point, I will explicitly mention several quantities that are “backwards” in the
MDSPlus database and ops scopes. Often these quantities are more intuitive in their
“backwards” form, but it is of course important to know whether a positive database
signal corresponds to a positive or negative coordinate direction. Please note that
this list is not comprehensive or complete, but simply includes the signals relevant to

this thesis.
e “I,” (the toroidal plasma current) is positive in the database although it travels
in a —qg direction.

e The convention used for V,, is such that a positive value in the database corre-
sponds to an in-gap electric field pointing in the —(;AS, co-1I,, direction (4 to —in

Figure B.1).

e The convention used for V;, is such that a positive value in the database corre-
sponds to an in-gap electric field pointing in the —é, direction (4 to — in Figure

1).

e Magnetic mode velocities (e.g. bp n06_vel) are positive in the database although

they actually travel with the plasma flow in the —q% direction.

Reversing the direction of the plasma current
(“counter-injection”)

The direction of the toroidal plasma current in MST can easily be switched by re-

versing the polarity of the current flowing through the PF windings. This setup is
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often referred to as “counter-injection” because the fast ions injected with the NBI
travel counter to the plasma current.

In counter-injection, the neutral beam injector is fixed and still injects ions in the
—¢ direction, but the direction of “I) (I) is reversed (+@). Since “I,” generates
the poloidal magnetic field B,, it is also reversed. When we reverse “I,”, polarity
inverters are typically installed for I, I,,;, and V,,. Therefore, the signals in the
MDS database do not change direction in “counter-injection” even though

the real directions do change. Be sure to identify and flip the signs of any of

these polarity-inverted signals when used for calculations.

B.4 Sign conventions and inconsistencies in

MSTFit

The out structure

Let us first examine several elements of the out structure, which is defined on a 101-
point 1-D flux surface grid and is used for many post-fit calculations. out contains
flux-surface-averaged quantities as a function of normalized poloidal flux, and includes
an effective radial coordinate py based on the square-root volume of a toroid projected

from each poloidal flux surface.

e out.ip is a single positive number representing the toroidal plasma current “I,,”

which is actually in the —¢A5 direction.

e out.iphi is an array of positive values representing the total toroidal plasma
current enclosed by each flux surface. Like out.ip, a positive value corresponds

to a current in the —(;AS direction.
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e out.jphi is an array of values for the parallel current density, J;; = J-B. These
values are negative, which is correct since I; and B; (as well as [, and B,) are

in opposite directions.

e out.bp is an array of values for the poloidal magnetic field on each flux surface.
These values are positive and represent the magnitude of the poloidal field,
although the direction of the real poloidal field is negative (B, is in the —0

direction).

e out.bphi is an array of values for the toroidal magnetic field on each flux surface.

These values are positive, which is correct (B; is in the —|—ng5 direction).

e out.psi is an array of values for the poloidal magnetic flux enclosed by each
flux surface. These values are negative which implies a dA element pointing in

the —I—é direction.

e out.phi is an array of values for the toroidal magnetic flux enclosed by each
flux surface. These values are positive which implies a dA element pointing in

the —|—ng5 direction.

The bfield.pro routine

The routine bfield.pro is an useful routine that will fetch the magnetic field at an
(R, Z) point specified by the user, taking into account the inboard-outboard asym-
metry due to toroidal effects. The routine returns a structure with the R, Z, and ¢
components of the magnetic field. While the B, component is correct, the B and
Bz components are backwards. When using this routine, if the correct direction of

the R and Z components is important (i.e. you are not just going to square and add
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them to get Bj), you should be sure to use code similar to the following:

bfield = bfield(in_r, in_z)
br = -bfield.r
bz = -bfield.z

bphi = bfield.phi

If you do square and add them to get B,, you should remember that the result

will be positive even though B, points in the — direction.

B.5 Calculating electric fields

The task of calculating the electric field and its direction at a sawtooth is what moti-
vated this careful accounting of field signs. An abbreviated version of this derivation
is given in Chapter 3, but a more detailed derivation is included here as well as an

alternate derivation using magnetic fluxes instead of fields.

Using multiple MSTFit files to study time dependence

MSTFit is a single-time-point equilibrium, so the time derivative in the following
equations will in practice be a finite difference between two different equilibria. How-
ever, we must be careful here, as the out array indices for two different equilibria
will not necessarily correspond to the same flux surfaces. Indeed, I have found that
throughout a sawtooth crash, the out.area value (which is a measure of the area
enclosed by a given flux surface) changes substantially, enough to turn a drop in the
core B into a positive flux change. To circumvent this, one should interpolate

the values for the second equilibrium onto equivalent flux surfaces from
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Figure B.2: Diagram showing the toroidal electric field generated by a change in
poloidal magnetic flux.

the first equilibrium. out.rhov or out.area are good quantities to use for the

interpolation.

Toroidal electric field using poloidal magnetic field

We begin with Faraday’s Law in its integral form:

Lol d [ = -
fE-dl:—E/B-dA (B.1)

If we wish to calculate the electric field in the toroidal direction Ey4 at major radius
R (and for simplicity, Z=0), we can consider the poloidal magnetic field B, crossing

through a disc of radius R:

2w R 2w OB
f E,Rdé — — / f 9% R'aR do (B.2)
0 0 0 at

Assuming toroidal symmetry and noting that -V, is the voltage produced by the
flux change between R =0 and R = Ry — a,
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Es(R,t) = 21}2 (vpg(t) — o f ’ %R’m) (B.3)

—a

This is where we must begin being careful with signs and the information that
we use. If we obtain the V,, signal from the MDS database, we need to
remember that a positive value is indicative of an electric field in the co-
current —¢A5 direction. We should also be careful if we are using the bfield.pro
routine from MSTFit and making assumptions about the midplane: for example,
you could say that B,|,_, = B., but if you use the B, output from bfield.pro
without transforming it into a proper B,, the sign will be incorrect. Thus,

a correct expression for the toroidal electric field would be:

R bl Bb field.pro

1
Ey(R,t) =5 (—vpgws(t) +2m fRO o

(R, t)R'dR’) (B.4)
One final sign correction must be made. Once you cross the magnetic axis R,,, B

at the midplane changes from the —2z to the +2 direction but our surface of integration

remains in the same orientation. Although the direction B, remains the same, the

quantity B-dA changes sign. By making our equation piecewise, we arrive at a final

expression for the toroidal electric field in terms of MDS and MSTFIT quantities:

( | MDS
R<Ry:5p (—Vpg (t) +
2?1. J,R":a Bb_f:eld .pro

R> R zp (—Vog 75(0) +

m bfield.pro ’ ’ bfield.pro y y
\ o [jm BTN (R )RR —2m [ OBIST(R )R de)
(B.5)

! ! 71! R gpbficldpre ' 10
Bt — (R, )RR +2r [1 22" (R, t)RdR)
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Figure B.3: Diagram showing the poloidal electric field generated by a change in
toroidal magnetic flux.

Poloidal electric field using toroidal magnetic field

We now wish to calculate the poloidal electric field. Beginning again with Faraday’s
Law and considering the change in toroidal magnetic field through a circle in the

poloidal plane:

2w
/ Eyrd = — f / OBt 1 ardo (B.6)
0

The assumption of poloidal symmetry may not always be a good one due to 1/R

effects, so we are left with:

(rt) = ——fo /Qﬂ 634?" 00) 1 (B.7)

27r

One can obtain the toroidal magnetic field from the bfield.pro routine or the
out structure; both should have the correct sign, and the toroidal correction from

bfield.pro will be averaged out in the integral.
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Note that while we use the boundary condition Vj,; in the toroidal electric field
calculation, V4, does not explicitly get used in the poloidal field calculation. However,

you can still use it as a boundary value to check your work:

2 (?Bt L
Ey( —5 /{; f r'dr'df = Viy(t) (B.8)

Using fluxes instead of fields

Because MSTFit has the toroidal and poloidal magnetic flux conveniently calculated,
one may be tempted to use these quantities and skip some of the integration in the
previous sections. I will briefly derive the electric field in terms of these fluxes and
then explain why using the fields is the preferable method.

We begin again from Faraday’s Law in terms of the total magnetic flux ®p5:

L o dbp
j£ E-dl=-=—F (B.9)

If we wish to calculate the electric field in the toroidal direction E4 at major radius

R (and for simplicity, Z=0), we can consider the poloidal magnetic flux %) crossing

through a disc of radius R:

2w d
/‘; EsRd¢ = —d—‘f (B.10)

Our goal is to use the out.psi values from MSTFit. These values are defined
on flux surfaces centered at out.rsurf with minor radius out.rminor. out.psi is
defined to be zero at the wall, so we need to add the contribution from outside the
vessel, which we already identified as V,,. As a reminder, the out structures should

all be interpolated to a single set of radial coordinates. I will use the notation R* to
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indicate the flux grid that we intend to use, and 1* will indicate that the flux has

been interpolated onto a new flux surface grid. We now arrive at:

Bo(R,1) = 5 [Vaglta) — Vig(t)) — (0 (R ) —9(R*,0)] (B1D)

We can clean up the notation by using A to indicate the difference between two

times points t2 and t;:

By(R,0) = 5 [AVyg(0) — A (R, 1) (B12

Obtaining V,, from the MDS database (and remembering to flip the sign),
we can calculate the toroidal electric field as a function of outboard minor radius

as:

—AVYMDPS — (out.psi*(i*, o) — out.psi(i*, t1))

27 (out.rsurf(i*) + out.rminor(i*))

Ey4(r > Ro,t) = (B.13)

where ¢ is the index of the out array corresponding to radius r. If we wish to
look at the inboard sign of the machine, we simply need to change the sign in the

denominator:

—AVYMDPS — (out.psi*(i*, t2) — out.psi(i*, t1))

27 (out.rsurf(i*) — out.rminor(i*))

Ey(r < Ry, t) =

(B.14)

The problem with this method arises from toroidal effects and flux surface averag-
ing. Because 1/R is not constant around a flux surface, the expression (out.rsurf —
out.rminor) is accurate in an average sense but not a local sense (in fact, the devia-
tion is worst between the two midplane crossings which are the locations of interest).
Using the flux surface averaged value 1 along with the flux surface averaged radii from

out in Equations B.13 and B.14 will produce approximate but ultimately incorrect
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values of the true B-dA as a function of R. This difference was discovered because the
value of the calculated electric field did not reach the appropriate boundary condition
(Vpg/2mR) at the plasma edge.

Following a similar derivation as the one we used for the toroidal electric field, one
could obtain the following expressions for the poloidal electric field using the toroidal
magnetic flux ¢:

EQ(T: t) = qs* (T*:tQ) - Qb(r*:tl)) (B15)

1
gyt

(out.phi*(#*,ty) — out.phi(i*, 1))
27 out.rminor(i*)

Eo(r,t) = — (B.16)

Because out.rminor is constant around a flux surface, we do not have the same
flux surface averaging problem that we had with the toroidal electric field. However,
there are additional complications from the change in the flux surface positions from
one equilibrium reconstruction to the next. Until now, we have been interpolating
each equilibrium onto a single MSTFIT grid. However, there is an additional term
in Fj relating to the shift in flux surface position that comes from taking the total
time derivative of ¢. For more information, see equations 6.11-6.13 in Jay Anderson’s
thesis (though, like everywhere else in life, several sign and algebra errors have been
discovered in that derivation) [82]. It has been shown that for most cases this term
is negligible, though it would be wise to confirm this for your particular case.

Due to these complications, I have chosen to use the magnetic fields from the
bfield.pro routine and do the full integrations for both the poloidal and toroidal

electric fields.
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B.6 Clarification of gap voltage directions

One of the most confusing things while writing this document was the conventions
used for the gap voltages Vi, and V,,. My instinct when looking at the overhead
layout of MST and the + /- labels at the gaps was to interpret it as a circuit in which
a voltage was applied at the gap with current flowing along the shell from + to —.
While currents do flow in the shell, the gaps are labeled such that the electric field
in the gap points from + to —. One can derive these field directions by considering
integral form of Faraday’s law (Eqn. B.9).

For example, to derive the direction of V,,, consider the increase in toroidal flux
at a sawtooth. From Eqgn. B.9, the loop integral of E - dl must then be negative. If
we consider dl to be positive as we travel across the gap in the +6 direction, E must

then be pointing in the —0 direction.

B.7 Sawtooth-generated electric fields with
respect to NBI-born fast ions

The end goal for this work was to determine whether electric fields generated by
magnetic equilibrium changes at a sawtooth event would accelerate or decelerate fast
ions generated via neutral beam injection (NBI). In standard operation, NBI fast ions
are injected co-I; (counter-B;). The ANPA-measured fast ions are core-localized and
have a high negative pitch (7 = v/|v|); in other words, they will feel most of E(0)
which will be largely toroidal. A more rigorous calculation of Ej and its effects on
fast ions is included in Chapter 3; here we will briefly get a qualitative sense of the
field directions.

We first consider the toroidal electric field in Equation B.13 (although the flux
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derivation is not used in practice, it is a bit easier to digest in terms of overall field
signs). Vpg‘f DS is a positive quantity and undergoes a negative then positive spike
throughout the sawtooth, giving a small negative overall contribution to Fy. out.psi
increases at the sawtooth, giving another negative contribution to £4. Thus, Ej is in
the —qAS direction which will accelerate the NBI ions traveling in the —(;3 direction.

If we want to also consider the contribution of the poloidal electric field, we
examine Equation B.16. Although B; in the core decreases at the sawtooth, out.phi
is positive and increases at the sawtooth, so Ey will be in the +0 direction. The more
detailed results in Chapter 3 indicate that towards the edge of the plasma, Ey crosses
zero and becomes negative.

In counter-injection, the neutral beam injector is fixed and still injects ions in the
—¢ direction, but the direction of “I,) (1) is reversed (—I—(;E») Since “I,” generates the
poloidal magnetic field, it is also reversed. Thus, the absolute decrease in poloidal
flux ¢) produces a negative number rather than a positive one, resulting in a positive
contribution to Ey due to the negative sign in Faraday’s Law. This will outweigh the
contribution from V},,, resulting in an Ej in the (—I—(;AS) direction. This will decelerate

NBI fast ions. This matches ANPA observations in counter-injection.

B.8 Summary

e Magnetic fields and electron flows travel in the positive-coordinate directions.
e Currents and ion flows travel in the negative-coordinate directions.

e Electric fields at a sawtooth point co-current and accelerate NBI ions in standard-

direction discharges.
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e [, Vp5, and mode velocities are positive in the MDSPlus database even though

they travel in negative-coordinate directions.

e In MSTFit, the R and Z components from bfield.pro are defined backwards,
and care must be taken when using the various elements in the out structure
to ensure the proper direction is understood (particularly with respect to the

dA area element used for the fluxes).

e When taking a difference of out.psi and out.phi fluxes to get an electric field,
you must first interpolate one of the equilibria onto the same flux surfaces as

the other.
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